
Pareto Deep Long-Tailed Recognition: A Conflict-Averse Solution
Zhipeng Zhou (USTC), Liu Liu (Tencent), Peilin Zhao (Tencent), Wei Gong (USTC)

Contact Us!

Can MOO Benefit LT Models?

MOO: From MTL to DLTRMotivation

Mitigate the conflict issue during representation learning 

• Generally, applying MOO with our framework benefits LT models 
• CAGrad shows a more stable performance compared to others

Email: zzp1994@mail.ustc.edu.cn
Implementation: https://github.com/zzpustc/PLOT

See experimental results in our paper

Generalization Guarantee

Convergence Guarantee

SAM:

Provide convergence guarantee for MOO in DLTR

• Provide a theoretically derived design for generalization
• Happens to share the same formula with Neural Collapse 

Derived Upper Bound

Variability Collapse Loss

ERM LDAM-DRW Bal.Softmax M2m MiSLAS GCL

Conflict

Preference

• There exist conflict and 
preference issues in LT 
models.

• The issues are exacerbated 
in the LT setting.

Representation Analysis

Head Tail Head Tail

VS.

cRT cRT+PLOT
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