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S U M M A R Y
We apply the Automated Multimode Inversion of surface and S-wave forms to a large global
data set, verify the accuracy of the method and assumptions behind it, and compute an Sv-
velocity model of the upper mantle (crust–660 km). The model is constrained with ∼51 000
seismograms recorded at 368 permanent and temporary broadband seismic stations. Structure
of the mantle and crust is constrained by waveform information both from the fundamental-
mode Rayleigh waves (periods from 20 to 400 s) and from S and multiple S waves (higher
modes). In order to enhance the validity of the path-average approximation, we implement the
automated inversion of surface- and S-wave forms with a three-dimensional (3-D) reference
model. Linear equations obtained from the processing of all the seismograms of the data
set are inverted for seismic velocity variations also relative to a 3-D reference, in this study
composed of a 3-D model of the crust and a one-dimensional (1-D), global-average depth profile
in the mantle below. Waveform information is related to shear- and compressional-velocity
structure within approximate waveform sensitivity areas. We use two global triangular grids
of knots with approximately equal interknot spacing within each: a finely spaced grid for
integration over sensitivity areas and a rougher-spaced one for the model parametrization.
For the tomographic inversion we use LSQR with horizontal and vertical smoothing and norm
damping. We invert for isotropic variations in S- and P-wave velocities but also allow for S-wave
azimuthal anisotropy—in order to minimize errors due to possible mapping of anisotropy into
isotropic heterogeneity. The lateral resolution of the resulting isotropic upper-mantle images
is a few hundred kilometres, varying with data sampling.

We validate the imaging technique with a ‘spectral-element’ resolution test: inverting a
published global synthetic data set computed with the spectral-element method using a laterally
heterogeneous mantle model we are able to reconstruct the synthetic model accurately. This
test confirms both the accuracy of the implementation of the method and the validity of the
JWKB and path-average approximations as applied in it.

Reviewing the tomographic model, we observe that low-Sv-velocity anomalies beneath
mid-ocean ridges and backarc basins extend down to ∼100 km depth only, shallower than
according to some previous tomographic models; this presents a close match to published
estimates of primary melt production depth ranges there. In the seismic lithosphere beneath
cratons, unambiguous high velocity anomalies extend to ∼200 km. Pronounced low-velocity
zones beneath cratonic lithosphere are rare; where present (South America; Tanzania) they
are neighboured by volcanic areas near cratonic boundaries. The images of these low-velocity
zones may indicate hot material—possibly of mantle-plume origin—trapped or spreading
beneath the thick cratonic lithosphere.

Key words: Inverse theory; Numerical approximations and analysis; Mantle processes;
Seismic tomography; Cratons; Dynamics of lithosphere and mantle.

1 I N T RO D U C T I O N

Resolution of global upper-mantle tomography has been improving

in the last two decades thanks to the growth in the amount of high-

quality broadband data, the increase in computational power, and

the development in data-processing techniques (e.g. Woodhouse &

Dziewonski 1984; Zhang & Tanimoto 1993; Su et al. 1994; Masters

et al. 1996, 2000; Megnin & Romanowicz 2000; Gu et al. 2001;
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Shapiro & Ritzwoller 2002; Ritsema et al. 2004; Debayle et al.
2005; Zhou et al. 2006). Major upper-mantle features first imaged

in early studies—including high-velocity anomalies beneath cratons

and low-velocity anomalies beneath mid-ocean ridges and backarc

basins—can now be mapped with a much greater accuracy, laterally

and radially. The currently achievable resolution of a few hundred

kilometres also begins to enable us to address a new class of ques-

tions pertaining to mantle dynamics on a relatively small scale of

tectonic units (e.g. causes for regional variations in the structure of

continental lithosphere; origin and implications of seismic anoma-

lies beneath intraplate volcanic centres).

Multimode waveform techniques (Cara & Lévêque 1987; Nolet

1990; Gee & Jordan 1992) can constrain both the structure in the

upper 200–300 km of the mantle—sampled primarily by the funda-

mental mode surface waves—and the structure below, down to the

transition-zone—sampled by S and multiple S waves (e.g. Lebedev

et al. 2002; Ritsema et al. 2004). They can yield more uniform res-

olution in the upper mantle compared both to teleseismic delay time

tomography and to inversions of fundamental-mode surface-wave

measurements, the former offering high upper-mantle resolution

but only in regions with an abundance of seismic sources or sta-

tions (e.g. Bijwaard et al. 1998; Kárason & van der Hilst 2000;

Grand 2002), and the latter providing dense global sampling but

mostly of structure in the upper half of the upper mantle (Tram-

pert & Woodhouse 1995; Laske & Masters 1996; Ekström et al.
1997; Ritzwoller & Levshin 1998). The recently introduced Auto-

mated Multimode Inversion (AMI) of surface- and S-wave forms

(Lebedev & Nolet 2003; Lebedev et al. 2005) enables the process-

ing of very large amounts of data, selection of signal least likely to

contain scattered waves, and balancing of the information extracted

from waves of different amplitudes and different types. In this study,

we develop the method further, apply it to a large global data set,

and compute an upper-mantle model with a lateral resolution of

a few hundred kilometres, varying laterally and radially with data

sampling.

The method assumes the JWKB and path-average approximations

(Dahlen & Tromp 1998) and the accuracy of the imaging depends on

the validity of the approximations as applied in the data processing.

AMI is able to select the time-frequency portions of the waveform

signal that can be modelled accurately with the JWKB approxima-

tion (Lebedev et al. 2005). In order to enhance the validity of the

path-average approximation, we now implement the technique with

a 3-D reference model. Using the 3-D reference, we compute phase

velocities of surface-wave modes and their derivatives as averages

over approximate waveform sensitivity areas. Previously, 3-D ref-

erence models have been used in the inversion of phase- or group-

velocity data (e.g. Boschi & Ekström 2002; Shapiro & Ritzwoller

2002) but not in a direct inversion of waveforms for seismic velocity

structure. We also implement a fast and accurate scheme for setting

up and solving the large linear inverse problem that results from

processing tens or hundreds of thousand seismograms.

Validation of tomographic methods and models has long been

difficult due to a fundamental problem: resolution tests have had to

be performed using the same assumptions relating to wave propa-

gation, in particular regarding structural sensitivity of seismic ob-

servables, as the inversion of the data. In this sense their results

could always have been questioned as optimistic. Here we perform

a resolution test of a new kind: we invert synthetic data computed

by Qin et al. (2006) using the spectral-element method (Komatitsch

et al. 2002; Capdeville et al. 2003) and a laterally heterogeneous

mantle model. The advantage of this approach is that we are able to

verify simultaneously the accuracy of the implementation of AMI

and the subsequent inversion and the validity of the approximations

assumed.

Among the major features in the new tomographic model are the

well-known high-Sv-velocity anomalies beneath cratons and low-

Sv-velocity anomalies beneath mid-ocean ridges and backarc basins.

Anomalies of both types extend shallower than inferred in many

earlier studies (e.g. Woodhouse & Dziewonski 1984; Su et al. 1994;

Zhou et al. 2006): down to ∼200 km for cratons—as also observed

by Ritsema et al. (2004) and Debayle et al. (2005)—and down to

∼100 km for ridges and backarcs—as was also observed by Zhang

& Tanimoto (1993) and, more recently, by Shapiro & Ritzwoller

(2002) and Debayle et al. (2005).

Among smaller-scale features that can be imaged with the higher

global resolution achievable with today’s data are the unusual, con-

spicuous low-velocity zones beneath cratons in South America and

Tanzania, which we suggest reveal hot material—possibly of plume

origin—beneath the thick cratonic lithosphere. Detection of these

and other regional-scale features by tomographic imaging yields

useful new constraints on the dynamics of the upper mantle, which

is to be the focus of future work. In this paper, we shall concentrate

on the presentation and validation of the tomographic methods and

the tomographic model.

2 I N V E R S I O N S C H E M E

Our two-step inversion procedure is an elaborate new implemen-

tation of the partitioned waveform inversion scheme introduced

by Nolet (1990). In the first step, non-linear waveform inversion

extracts information from each seismogram in the form of linear

equations with uncorrelated uncertainties (Nolet 1990). This is ac-

complished with AMI (Lebedev et al. 2005). In the second step, we

combine the linear equations obtained from all seismograms of the

data set and solve the resulting large system for a 3-D earth model.

2.1 Automated multimode inversion

In this section, we focus on new additions to AMI but illustrate

the waveform inversion with two examples, one for a shorter and

another for a longer source-station distance (Figs 1 and 2, respec-

tively). Adopting the JWKB approximation, we compute synthetic

seismograms as

s(ω) =
∑

m

Am(ω) exp
{
iω�

[
C0

m(ω) + δCm(ω)
]}

, (1)

where the sum is over modes m, the source–receiver distance is �,

and the initial phase velocities and their path-average perturbations

are C0
m(ω) and δCm(ω), respectively. The complex amplitudes of the

modes Am(ω) depend on the source mechanism and the earth model

assumed for the source region, as well as on geometrical spreading

and attenuation (Dahlen & Tromp 1998).

The path-average phase-velocity perturbations are expressed as

functions of path-averaged S- and P-velocity perturbations (δβ and

δα, respectively):

δCm(ω) =
∫ a

o

∂C0
m(ω)

∂β(r )
δβ(r ) dr +

∫ a

o

∂C0
m(ω)

∂α(r )
δα(r ) dr, (2)

where a is the radius of the Earth.

Phase velocities of fundamental-mode Rayleigh waves C0(ω) are

sensitive primarily to S velocities, but their sensitivity to P velocities

is not negligible (Fig. 3), and we parametrize and model both β and

α. Because the derivatives ∂C0(ω)/∂α(r) peak at shallower depth

than do ∂C0(ω)/∂β(r), potential errors in surface-wave tomography
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Figure 1. Automated multimode inversion. (a) An earthquake on 2002 April 26 (27◦S, 176◦W, 27 km depth, moment magnitude M w = 5.7) was recorded on

the vertical component at the station CTAO (Charters Towers) operated by the Global Seismographic Network (GSN); the source-station distance is 3878 km.

The approximate sensitivity area is shaded grey (darker shade for stronger sensitivity); the source-station great circle path (black line) is drawn for reference. (b)

The broad-band seismogram is filtered using nine closely spaced Gaussian filters. (c) The resulting waveforms (solid lines) are matched with synthetics (dashed

lines) in 16 time-frequency windows simultaneously. The time windows are indicated by half-brackets and by shading of the signal envelope. Fundamental-

mode wave trains are identified by white vertical lines at the maxima of the envelope. The initial fit is with synthetics computed for the 3-D background model

(eqs 1 and 3). (d) The misfit is minimized through path-averaged perturbations δβ(r ), δα(r ) (eqs 1–5). The energy of the synthetic is equalized with that of the

data in every window. The 16 time-frequency windows selected all have final data-synthetic misfits within them below 5 per cent (Lebedev et al. 2005). The

path-averaged perturbations inferred in the waveform inversion constrain S- and P-velocity tomographic model parameters within the sensitivity area shown in

(a). (e) Data-synthetic fit within a single, broad time-frequency window (computed after the waveform inversion for illustration purposes only). Arrivals of the

S and triplicated SS waves predicted by AK135 (Kennett et al. 1995) are identified with grey lines and labels in (e); S and SS wave trains are also labeled in (d).

due to the neglect of P velocities would include overestimation of

the depth extent of anomalies: if a P-velocity anomaly at a 50- or

100-km depth is unaccounted for it can be mapped into an artificial

S-velocity anomaly at a 150- or 300-km depth (Fig. 3). We ignore

variations in density, however, because their effect on δCm(ω) is

much smaller than that of those in S velocity and because they can

neither be constrained independently with Rayleigh-wave data, nor

coupled to S velocities in the inversion (seismic-velocity and density

variations do not always correlate).

2.1.1 3-D reference model

The path-average approximation as formulated in (2) relates average

perturbations in seismic velocities [δβ(r ), δα(r )] to perturbations

in waveforms through δCm(ω). The approximation does not imply

that source-station paths have to be represented with geometrical

rays; we shall assume instead that [δβ(r ), δα(r )] average over finite-

width sensitivity areas. It is also not necessary to consider any path-

average 1-D models; we shall instead deal with perturbations to a

3-D reference model that are averaged over sensitivity areas.

The reference phase velocities C0
m(ω) and their Fréchet derivatives

∂C0
m(ω)/[∂β(r), ∂α(r)] in (1, 2) should be close to the true averages

over the sensitivity areas of the modes. The derivatives, in particular,

relate the perturbations in waveforms to S- and P-velocity perturba-

tions in the tomographic model, so that their accuracy has a direct

effect on the resolution of the imaging: less accurate derivatives

result in more inconsistent equations in the tomographic problem;

more inconsistency results in noisier images; the inversion then has

to be smoothed and damped more heavily, which degrades image

resolution.

Recognizing that derivatives ∂C0
m(ω)/[∂β(r), ∂α(r)] computed

for the same (e.g. global average) model, regardless of the location

of the path, are a very crude approximation, Nolet (1990) proposed

to compute them for different 1-D models, each with an estimated

average structure of the crust and mantle along the source-station

path in question. Choosing such models, however, is not straightfor-

ward if the structure changes substantially between the source and

the receiver. And there is not even a guarantee that there exists a

1-D model such that the derivatives computed in it for every mode

at every frequency will be the same as the averages over derivatives
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Figure 2. Automated multimode inversion. (a) An earthquake on 1996 August 5 (15◦S, 173◦W, 54 km depth, M w = 6.6) was recorded on the vertical component

at the station PAF (Port aux Français, Kerguelen Island) operated by Geoscope; the source-station distance is 10 569 km. The plots are as in Fig. 1 except with

eight Gaussian filters, 11 time-frequency windows, and arrivals of the SSS and triplicated SSSS waves labelled.

corresponding to the various seismic velocity profiles occurring be-

tween the source and the station.

With computational resources available today it is possible to

avoid this difficulty. We implemented a direct computation of the

averages:

C0
m(ω) =

∫
θ

∫
φ

K (θ, φ) Cm(ω, θ, φ) dφdθ, (3)

∂C0
m(ω)

∂β(r )
=

∫
θ

∫
φ

K (θ, φ)
∂Cm(ω, θ, φ)

∂β(r )
dφdθ, (4)

∂C0
m(ω)

∂α(r )
=

∫
θ

∫
φ

K (θ, φ)
∂Cm(ω, θ, φ)

∂α(r )
dφdθ, (5)

where the integration is over coordinates θ and φ on the Earth’s

surface and K (θ, φ) is a sensitivity kernel between the source

and the station averaged over the frequency band of the waveform

inversion.

We parametrize the Earth’s surface with a dense grid of knots

(Wang & Dahlen 1995a) and assign a crustal structure to every

knot using the global model CRUST2.0 (Bassin et al. 2000). We

smooth CRUST2.0 near the boundaries of its 2◦ × 2◦ cells and

complement it with topography and bathymetry databases. We then

compute Cm(ω) and ∂Cm(ω)/[∂β(r), ∂α(r)] for the seismic profile

beneath every knot. CRUST2.0 defines 360 crust types, each of them

defining crustal structure beneath at least one 2◦ × 2◦ cell on the

globe. Because topography and bathymetry also affect Cm(ω) and

∂Cm(ω)/[∂β(r), ∂α(r)], phase velocities and their derivatives are

generally different for every point at the Earth’s surface, even with

the assumption that only 360 crust types can occur. In large por-

tions of the oceans, however, both bathymetry and crustal profiles

are relatively uniform. Comparing the derivatives ∂Cm(ω)/[∂β(r),

∂α(r)] for various models we identified 664 combinations of crustal

types and topography and bathymetry such that one of them pro-

vides accurate ∂Cm(ω)/[∂β(r), ∂α(r)]—according to CRUST2.0

and topography—at any given knot of our grid covering the Earth’s

surface.

For the mantle structure below the Moho, we use as a reference

for waveform inversions the 1-D model AK135 (Kennett et al. 1995)

(Fig. 4). We accounted for anelastic dispersion (Liu et al. 1976)

in the course of waveform inversions assuming the quality-factor

(Q) profile from AK135. Because lateral variations in attenuation

are poorly known at the wavelengths we aim to resolve they were

ignored. This would generally give rise to errors in tomographic

modelling, and the errors would be larger for larger differences

between the reference period assumed and the period of the seismic

waves analysed (Liu et al. 1976). In order to minimize these errors,

we performed waveform inversions for seismic-velocity variations

at a reference period of 50 s. This period is close to the middle of a

typical frequency band, somewhat shorter than average; we chose it

because shorter-period surface waves (20–50 s) are likely to sample

the largest variations in Q, including sharp Q decreases beneath

mid-ocean ridges and backarc basins due to the partial melting in the

upper 80–100 km of the mantle there (e.g. Forsyth et al. 1998). The
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Figure 3. Fréchet derivatives of the phase velocity of the fundamental

Rayleigh mode with respect to P- and S-wave velocities (α and β) at dif-

ferent periods included in the data set. Each graph is scaled independently.

The derivatives are computed for an oceanic model with a 6-km water layer,

a 0.07-km sedimentary layer, and a 6.5-km thick crystalline crust (type-A0

crustal structure of CRUST2.0 but with a thickened water layer).

reference S- and P-velocity profiles from AK135 were recomputed

from the standard reference period 1 s to the reference period of

50 s using the AK135 Q profile.

For the calculation of ∂Cm(ω)/[∂β(r), ∂α(r)] we disregard below-

Moho mantle heterogeneity because its effect on the derivatives is

usually smaller than that of the crustal structure and the Moho depth.

Accounting for mantle heterogeneity would, however, be straight-

forward with the procedure described here.

Having computed the phase velocities and their derivatives for the

664 type 1-D profiles, we can determine Cm(ω, θ , φ) and ∂Cm(ω,

θ , φ)/[∂β(r), ∂α(r)] at any point (θ , φ), and thus compute C0
m(ω)

and ∂C0
m(ω)/[∂β(r), ∂α(r)] (eqs 3–5) readily for any source-station

path.

2.1.2 Sensitivity areas

The kernels K (θ, φ) define the sensitivity areas of bandpassed

waveform signals. We postulate the sensitivity areas K (θ, φ) to be

bounded by the perimeter of the ‘π/2’ Fresnel zone (enclosing all

points such that the phase shift between the wave propagating from

the source to the point and then to the receiver and the wave prop-

agating from the source directly to the receiver would not exceed

π/2) (Figs 6 and 7). The π/2 Fresnel-zone boundary is given by

δ =
√

λ/2

| cot�1 + cot�2 | , (6)

where �1 and �2 are the distances from a point on the source-station

great circle path to the source and to the receiver, δ is the path-normal

distance from this point to the Fresnel-zone boundaries, and λ is the

wavelength (Wang & Dahlen 1995b). All distances are measured
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Figure 4. Reference models. The reference model used for waveform inver-

sions is composed of the 3-D crust of CRUST2.0 (Reference Earth Model

web site, http://mahi.ucsd.edu/Gabi/rem.html) and—below the Moho—the

1-D AK135 (Kennett et al. 1995) recomputed at a reference period of 50 s. In

the inversion for the 3-D tomographic model, we use as a mantle reference

profile the global average that results from our tomography (thick line).

in radians. Because we use one average K (θ, φ) per seismogram

(eqs 2–5), we compute λ as the average fundamental-mode wave-

length within the frequency band in which the fundamental mode is

inverted.

In cross-section perpendicular to the path the kernels K (θ, φ)

are trapezoidal, with a constant grid-knot weight within their mid-

dle portions and a gradual decrease to zero within their peripheral

portions (Fig. 7). This shape is similar to that of the empirical sta-

tionary phase function of Yoshizawa & Kennett (2002) (their fig. 9,

real part) as well as to that of phase-velocity-measurement sensitiv-

ity kernels (Zhou et al. 2005, their fig. 17), truncated at the first zero

crossing. The integral over a path-normal section through the ker-

nel is constant, so that the knots close to the source or receiver have

larger weights than those close to the middle of the path (Fig. 6).

Behind the source and the receiver (where either of the distances to

the source or to the receiver exceeds the source–receiver distance)

the kernel is tapered to zero. Because the kernels represent the sen-

sitivity of the waveform data more accurately than geometrical rays,

we use them in both the waveform inversions (eqs 1–5) and the 3-D

tomographic inversion (Section 2.2), even though the resolution of

upper-mantle imaging may at present be limited more by the un-

evenness of global data coverage (Trampert & Spetzler 2006) and

errors in source parameters than by approximations in sensitivity

mapping.

2.1.3 Path-average-approximation validity

Eqs (4) and (5) enable an accurate implementation of the path-

average (more precisely, sensitivity-area-integral) approximation.

The validity of the approximation, however, is still not guaranteed.
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The criterion of its validity may in general terms be thought of

as

∂Cm(ω, θ, φ)

∂β(r )
≈ ∂C0

m(ω)

∂β(r )
, ∀ (θ, φ) : K (θ, φ) > 0 (7)

(the derivatives at every point within the sensitivity area are ap-

proximately equal to the derivatives averaged over the area); it may

not be satisfied for paths sampling strong lateral heterogeneity, for

example, those across continent–ocean boundaries.

To apply the criterion (7) in data processing we formulated it in

terms of the waveform fit F:

δFi =
∫ ∣∣s∂C/∂β (t) − s∂C(θ,φ)/∂β (t)

∣∣2
/
∣∣s∂C/∂β (t)

∣∣2
dt ; (8)

δFi < ε, ∀ (θ, φ) : K (θ, φ) > 0. (9)

Within the ith time-frequency window, the misfit δFi between the

synthetics that are computed using path-averaged derivatives ∂C/∂β

and using derivatives ∂C (θ , φ)/∂β for a 1-D [β(r), α(r)] profile be-

neath any point (θ , φ) within the sensitivity area of the waveform

must not exceed a threshold ε. The synthetics are computed using the

path-averaged perturbations [δβ(r ), δα(r )] that have already mini-

mized the data-synthetic misfit, so that δFi is the extra misfit due

to the approximation. Provided that misfits are small—and AMI ac-

cepts relative data-synthetic misfits below 5 per cent only—they are

directly related to the uncertainties of the linear constraints on Earth

structure yielded by the waveform inversion (Nolet 1990; Lebedev

et al. 2005).

We have reprocessed our entire data set repeatedly while en-

forcing the validity of the path-average approximation using dif-

ferent values of ε. Tight thresholds resulted in rejection of most of

fundamental-mode time-frequency windows at higher frequencies

(30–60 mHz) and a subsequent loss of vertical resolution in the

upper ∼50 km of the model. More important, however, if not some-

what surprising, was that deeper structure was affected only weakly.

In the following, we present a model computed using all data but

with a 0.044 Hz (period 23 s) high-frequency limit for the centre

frequency of a Gaussian filter (Figs 1 and 2).

2.2 Linear inversion

The result of the waveform inversion is a set of M equations with

uncorrelated uncertainties �η i:∫
⊕

[ Gβ

i (r) δβ(r) + Gα
i (r) δα(r)] d3r = ηi ± �ηi , (10)

where i = 1, . . . , M . The vertical structure of the kernels G(β,α)
i (r)

depends on how this particular waveform is related to (and, thus,

constrains) the path-averaged perturbations [δβ(r ), δα(r )] (Nolet

1990; Lebedev et al. 2005); their horizontal structure is the same as

that of the K (θ, φ) used in the waveform inversion. The transformed

data vector (Nolet 1990) is denoted by η i. Combining the equations

obtained from all seismograms, we build a large system of linear

equations and solve it using LSQR with lateral and radial smoothing

and norm damping.

The sensitivity areas K (θ, φ) are evaluated at knots of a dense

integration grid. This global triangular grid of knots with an approx-

imately equal interknot spacing of, on average, 28 km is computed

following Wang & Dahlen (1995a) (Figs 5 and 6). For every knot, we

identify the hexagon around it that contains all points that are closer

to this than any other knot. A few knots of such a global triangular

grid have five rather than six closest-neighbour knots (Fig. 5); for

130˚E 140˚E 150˚E 160˚E

20˚N

30˚N

130˚E 140˚E 150˚E 160˚E

20˚N

30˚N

Figure 5. The model grid. This global triangular grid (Wang & Dahlen

1995a) with an approximately constant interknot spacing of 3.5◦ was used

to parametrize the tomographic inversion.

40˚E 45˚E 50˚E 55˚E

15˚S

10˚S

5˚S

Figure 6. A sensitivity area (kernel) K (θ, φ) as sampled by the integration

and model grids. The source-station distance is 1950 km; the frequency

range of the fundamental-mode time-frequency windows is 11–33 mHz.

The grey circles show the knots of the dense integration grid used to sample

the structure of the sensitivity area. Circle sizes scale with the weights of

the knots in the integral over the area. The white circles show knots of the

model grid. Circle sizes scale with the weights of the model parameters in

eq. (10).

these knots the neighbourhood area around them is a pentagon. We

compute the areas of the hexagons (pentagons) around the knots;

the areas vary by up to 20 per cent. K (θ, φ) is calculated at each

knot and multiplied by the area of the hexagon (pentagon) around to

yield the weight of the knot in the integral over the sensitivity area.

We also define a model grid (Figs 5 and 6), with interknot spacing

of 3.5◦. S- and P-velocity perturbations at the locations of these

knots are the unknowns in the inversion. The same shell of knots is
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Figure 7. A cross-section through the sensitivity kernel perpendicular to

the source-station great circle path. δ is the half-width of the ‘π/2’ Fresnel

zone which contains all points such that the phase shift between the wave

propagating from the source to the point and then to the receiver and the

wave propagating from the source directly to the receiver would not exceed

π/2.

used at all depths, with 18 parameters vertically for S velocity (knots

at 7, 20, 36, 56, 80, 110, 150, 200, 260, 330, 410−, 410+, 485,

585, 660−, 660+, 809 and 1007 km depths) and 10 parameters for

P velocity (knots at 7, 20, 36, 60, 90, 150, 240, 350, 485 and 585

km depths). The kernels G(β,α)
i (r) are evaluated at the model grid

knots by integrating over the neighbouring integration-grid knots.

(In order to verify that the 28 km knot spacing of the integration grid

is sufficiently small for an accurate integration over the approximate

sensitivity areas we have recomputed the kernel shown in Fig. 6

using 30 km integration-grid knot spacing. The average difference

between the values of the kernel at the model-grid knots that were

computed with 28 and 30 km integration-grid spacing was only

0.005 (the maximum, 0.02) of the largest value of the kernel at

a model-grid knot for the path—negligible for this approximate

kernel.) With a mapping between the two grids established in the

beginning of the procedure, the large linear inverse problem can be

set up readily.

Occurrences of bundles of similar rays, some with hundreds of

nearly identical source-station paths, can bias the tomographic im-

age. Due to the nature of the waveform inversion—G(β,α)
i (r) are

generally different for every seismogram, depending on the fre-

quency band of the inversion and the higher-mode content of the

waveforms—information from such bundles of similar paths can-

not be summarized as is done with ‘summary rays’ in traveltime to-

mography. Instead, we identify similar paths and down-weigh each

of them according to the number of paths that are similar to it and

to how close the sources and receivers of similar paths are to each

other (Fig. 8).

0 max
matrix-column sums

51004 paths paths used in tomography

80 km depth
data sampling data sampling with paths weighted

585 km depth
data sampling data sampling with paths weighted

Figure 8. Top: the dense coverage of the globe with the ∼51 000 source-station paths. Earthquakes used are plotted as circles, stations as triangles. Below:

relative data sampling without and with path weighting at two depths. The measure of data sampling is the sums of the columns of the matrix that relates the

data to the model, with each column corresponding to one parameter. We plot sums of shear-velocity-parameter columns. The colour-scale limits are different

for every frame, scaled to the maximum of each distribution.
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The smoothness constraints on the inversion penalize the differ-

ence between the anomaly at a knot and the average over anomalies

at this and the six (in a few cases, five) (Fig. 5) closest-neighbour

knots. The strength of the lateral smoothing varies from one depth to

another, so as not to oversmooth excessively in the lower half of the

upper mantle where data sampling is much weaker than in its upper

half. The data sampling is quantified using averages of the sums of

the matrix columns which correspond to the model parameters at

the depth.

We found that P-velocity perturbations could not be resolved in-

dependently with Rayleigh-wave data and chose to damp the differ-

ence between P- and scaled S-velocity perturbations; we penalized

the difference | δV P(m s−1) − δV S(m s−1) |. This gives the inversion

more flexibility than imposing a rigid δln V P/δln V S ratio. The P-

and S-velocity images are still similar, and we shall present only the

latter.

We also allowed for azimuthal anisotropy in S velocities and

found that patterns of its distribution can be retrieved only with

much lower resolution than those in isotropic heterogeneity, as has

been reported previously (e.g. Simons et al. 2002; Debayle et al.
2005). In this study, our motivation to account for anisotropy was

to reduce errors due to trade-offs between isotropic and anisotropic

heterogeneity, and we present only the isotropic part of the model;

anisotropic heterogeneity itself shall be the focus of future work.

The reference mantle profile used in the inversion for the 3-D

tomographic model is derived in our initial inversions: it is close to

the global average as constrained by our data (Fig. 4, thick line).

3 DATA

We can expect AMI to improve the resolution in the upper mantle

because it produces unique sets of constraints on Earth structure.

In this study, we extract structural information from fundamental

mode wave trains containing substantial energy at periods from 20

to 400 s (a very broad frequency band) and recorded at distances

from <1000 to 15 000 km (both short regional and long teleseismic

paths), as well as from S and multiple S waves (SS, SSS, SSSS,

SSSSS) that bottom in the upper mantle or uppermost lower mantle.

The S and multiple S waves are often triplicated and are particularly

sensitive to the transition-zone structure. The waveforms of both

the S waves and the very-long-period (>200 s) fundamental-mode

Rayleigh waves constrain seismic-velocity structure in the lower

half of the upper mantle, down to the 660 km depth.

The vertical-component, long-period and broad-band seismo-

grams were retrieved from IRIS DMS. We used data recorded from

1994 to 2002 at stations of the GSN, Geoscope, Geofon, China

Digital Seismograph Network (CDSN), Canadian National Seismic

Network (CNSN), Kaznet, MEDNET and POSEIDON, as well as a

number of PASSCAL experiments—368 stations in total (Fig. 8).

We discarded the ‘near-nodal’ signal as well as clipped and defec-

tive recordings (Lebedev et al. 2005) and obtained waveform fits for

∼80 000 seismograms. Centroid Moment Tensor (CMT) solutions

for the source mechanisms of the events were taken from the Harvard

catalogues (e.g. Dziewonski et al. 1994). Because of the probable

trade-offs between different source parameters, event locations and

origin times were also taken from the Harvard catalogues.

We expect the locations and origin times of the events to be the

largest source of errors in the tomographic inversion, but these er-

rors are difficult to estimate. In an attempt to remove data with a

greater probability of large location-related errors, we compared lo-

cations and origin times from the Harvard and the short-period EHB

(Engdahl et al. 1998) catalogues. We computed the discrepancies
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Figure 9. Distribution of source-station paths used in tomography with dis-

tance. White: the initial set of waveform fits, ∼80 000 source-station pairs.

Light grey: ∼71 000 source-station pairs with smaller estimated effects of

suspected location errors. Dark grey: the final data set of ∼51 000 source-

station pairs, obtained after the ‘outlier’ seismograms (those fit the worst by

the 3-D tomographic model) are discarded.
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Figure 10. Distribution of the fundamental-mode wave trains of the data set

with frequency (the centre frequency of the Gaussian filters used to define

the time-frequency windows with the wave trains).

in hypothetical phase-velocity measurements at every station that

recorded the event due to the difference of epicentre locations from

the different catalogues, due to the difference between the origin

times, and due to the combined effect of differences in both the lo-

cations and origin times. Rejecting paths with largest discrepancies

according to each of the three criteria, we discarded about 10 per

cent of the data (mostly shorter paths) and obtained a data set of

∼71 000 seismograms (Fig. 9).

In the final stage of data selection, we computed a model con-

strained with the ∼71 000 seismograms and examined how well

it fits the data. Poor fit for a path can be indicative of a mislo-

cation, of a timing error at the station, or of errors in our mod-

elling of the waveform-data sensitivity. Discarding the worst-fitting,

‘outlier’ paths, we computed a new model, then discarded outliers

again and finished with the 51 004 paths of our final data set (Figs 8

and 9).

Long paths (Fig. 9) ensure dense global coverage, whereas shorter

paths offer higher resolution in regions of denser sampling with
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-100 0 100

shear-speed anomaly, m/s

3134 paths used in the SEM test

70 km depthinput output

670 km depthinput output

Figure 11. The SEM-benchmark resolution test. Inverting the synthetic seismograms computed by Qin et al. (2006) with the spectral-element method and

their benchmark, laterally heterogeneous global model, we reconstruct the input model. On the map on top, sources and stations used in the test are plotted

as circles and triangles, respectively; source-station great circle paths are shown with black lines. The cross-sections below show the synthetic and retrieved

anomalies at the 70-km and 670-km depths. Contours are drawn at ±50, ±100, ±200 and ±300 m s−1.

both sources and stations (e.g. East Asia). The very-long-period

Rayleigh waves (centre frequency of the filter below 5 mHz) are

included for ∼19 000 paths (Fig. 10) and sample the lower half of

the upper mantle (Fig. 3). For our lowest-frequency filters centred

at 3.17 mHz (period 315 s), the amplitude of the filter curve is still

above 0.5 of the maximum of the curve at the frequency of 2.2 mHz

(period 450 s) (Fig. 2). We estimate that longest-period wave trains

of our data set contain substantial energy—and contribute structural

constraints—at periods at least up to 400 s.

4 S E M R E S O L U T I O N T E S T

For benchmark purposes, Qin et al. (2006) constructed a laterally

heterogeneous global model and computed synthetic seismograms

in it using the spectral-element method (Capdeville et al. 2003). We

have inverted the synthetic waveforms using the same criteria as

when processing real data (Sections 2 and 3) and computed a 3-D

model with the same definition of regularization as in inversion of

the data; the smoothing and damping coefficients were smaller than

in the data inversion because the sampling of the upper mantle with

the ∼3000 synthetics was much sparser than that with the ∼51 000

actual seismograms.

The input model is reconstructed accurately (Fig. 11). At litho-

spheric depths, especially in Asia and North America where the

synthetic path coverage is the densest, we retrieve both the shape

and the amplitude of the anomalies. At the bottom of the transition

zone the smaller anomalies are underestimated in amplitude by up

to a factor of 2 but mapped correctly.

This test is more illuminating than conventional resolution tests

in that it verifies the validity of assumptions and approximations

as used by the tomographic technique as well as the correctness of

its implementation. The recovery of the model suggests that AMI

accurately selects the portions of the signal for which the assumed

JWKB approximation is valid—that is, the effects of seismic-wave

scattering are negligible—and that our approximate sensitivity areas

K (θ, φ) (Figs 1 and 2, eqs 3–5) represent the actual sensitivity of

the waveforms sufficiently well. In particular, our neglect of the 3-D

structure of the sensitivity volumes of body waves—which could

lead to biases in the deeper part of the upper mantle (Marquering

et al. 1996)—has not prevented the retrieval of the synthetic anoma-

lies in the transition zone. We expect that such biases in the inver-

sion of both the synthetic and real data have been reduced due to

the density of data coverage, due to our use of numerous multiple S
waveforms—whose sensitivity volumes (Marquering et al. 1998)
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are approximated reasonably well by path-average modelling,—

and due to our use of very-long-period fundamental-mode surface

waves. One possible remaining effect is the underestimation of the

amplitude of the smaller anomalies in the transition zone. The mag-

nitude of amplitude biases can be estimated using resolution tests

(Lebedev et al. 2003), with ‘SEM tests’ (Fig. 11) being potentially

the most effective. In order to avoid such biases, sensitivity volumes

of the waveform data may have to be modelled explicitly (Meier

et al. 1997).

5 M O D E L

In map views of Sv-velocity variations in the upper 100 km of the

mantle (Fig. 12a), mantle regions beneath mid-ocean ridges and

backarc basins are marked by low-velocity anomalies. Stable con-

tinents are associated with high velocities.

Sharp velocity contrasts are observed across many known tectonic

boundaries. Across subduction zones, for instance, we observe sharp

transitions from high-velocity oceanic lithosphere to low-velocity

volcanic arc regions.

At the 150-km depth the low-Sv-velocity anomalies beneath mid-

ocean ridges are no longer visible, except for a number of partic-

ular locations (mostly beneath ocean islands). The dominant fea-

tures at this depth are the high-velocity anomalies beneath ancient

cratons as well as beneath zones of subduction and continental

convergence.

At 260 km (Fig. 13a) the seismic expression of cratonic litho-

sphere is already largely absent. Beneath most cratons, no anomaly

or very weak fast anomaly (probably indistinguishable from zero

given the likely trade-offs with the structure above) is observed.

The thickness of the high-velocity seismic lithosphere of cratons

is thus not required to exceed ∼200 km. A similar inference has

previously been made by Debayle et al. (2005).

Pronounced low-velocity zones (LVZs) are absent beneath most

cratons. Notable exceptions (Fig. 13a) are beneath the cratons of cen-

tral and northern South America and beneath the Tanzanian Craton

(around 4◦S, 34◦E). The anomalous LVZs beneath both locations

have been constrained independently by interstation measurements

of surface-wave dispersion (Weeraratne et al. 2003; Boonen & Lebe-

dev 2005). The subcratonic LVZ beneath Tanzania has been sug-

gested (Weeraratne et al. 2003) to represent the seismic expression

of the plume feeding the East-African Rift System volcanism. For

the LVZ beneath South American cratons, we propose here that the

observed anomaly is related to hot (plume?) material ‘ponded’ under

cratonic lithosphere as suggested by Sleep (2003) in order to explain

hotspot-like volcanism near South American eastern shores.

In the transition zone (Fig. 13) the most conspicuous high-

velocity anomalies are beneath areas of current and recent subduc-

tion, including those in the Western Pacific, Eastern Asia, Northern

Mediterranean, Western North America and Western South Amer-

ica. Further interpretation of the tomographic model in terms of

regional and global mantle dynamics will be pursued in future pub-

lications.

6 D I S C U S S I O N

To verify the accuracy of our tomographic imaging, we have used

two kinds of ‘ground-truth’ testing. In one, we have observed that

velocity contrasts that are known to be present in the mantle

(e.g. across subduction zones) are present in our model as well.

In the other, we have inverted the synthetic seismograms computed

(almost) exactly through a heterogeneous mantle model with the

SEM (Qin et al. 2006) and have been able to retrieve the input

model.

The tests confirm that the tomographic method presented in this

paper produces accurate images of the upper mantle. In particu-

lar, our use of the information from very-long-period, fundamental-

mode surface waves and from S and multiple-S waves (interfering

higher modes) is effective in extending the depth range of the imag-

ing down to the bottom of the transition zone (660 km depth).

We have investigated the limits of validity of the path-average ap-

proximation and formulated quantitative criteria for it. Re-inverting

our global data set with strict validity criteria, we didn’t observe an

improvement in resolution at any depth (at shallow depth, the reso-

lution deteriorated because of the exclusion of most high-frequency

fundamental-mode data). This result suggests that the effect of the

remaining errors due to the assumption of constant phase-velocity

derivatives across the sensitivity area is relatively minor compared

to that of other errors. The locations, origin times, and source mech-

anisms of the events probably represent the largest source of sys-

tematic errors that affect tomographic images. The full automation

and numerical efficiency of our method may help to address this

problem directly in the future, inverting for source parameters and

3-D structure in the same procedure, simultaneously or iteratively.

The new implementation of the waveform inversions with a 3-

D reference model improves the accuracy of synthetic seismograms

and of the structural constraints extracted from waveforms. We have

verified this by re-processing a subset of 25 000 seismograms both

with a 3-D reference model and with 1-D reference models. The 1-D

models were averaged from CRUST2.0 type profiles, the averaging

being over thicknesses of and velocities within crustal layers. Phase

velocities of the modes and their derivatives ∂Cm(ω)/[∂β(r), ∂α(r)]

were computed for such averaged 1-D models. AMI was able to ob-

tain an acceptable fit (relative data-synthetic misfit <5 per cent) in

14 per cent more fundamental-mode time-frequency windows with

the 3-D model than with 1-D models. The improvement was not be-

cause of the small differences in the initial average synthetic phase

velocities between sources and stations—waveform inversions

would easily compensate for those with structural perturbations—

but, apparently, because relative values of phase velocities and of

their derivatives were more consistent with the seismic properties

of the Earth when computed in the 3-D reference model rather than

in 1-D ones.

7 C O N C L U S I O N S

We have implemented the Automated Multimode Inversion (AMI)

of surface- and S-wave forms (Lebedev et al. 2005) with a 3-D ref-

erence model, processed a large global data set, and computed an

Sv-velocity model of the upper mantle (crust–660 km depth) con-

strained by ∼51 000 waveforms. The tomographic methods rely on

the JWKB and path-average approximations (the averaging being

over approximate sensitivity areas); we suggest that this basis is ad-

equate for upper-mantle imaging with a resolution of a few hundred

kilometres.

Application of AMI to the synthetic data set computed with SEM

(Qin et al. 2006) showed accurate retrieval of the synthetic model and

confirmed that the technique can correctly relate waveform phase

information to Earth structure from the uppermost mantle down to

the bottom of the transition zone.

Our new tomographic scheme enables fast, accurate integration

over paths or sensitivity areas using a pair of triangular grids of

knots with approximately equal interknot spacing within each. As
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Figure 12. Cross-sections through the tomographic model at four depths in the shallower upper mantle. Approximate plate boundaries are shown with green

lines. The reference Sv-wave velocity values are 4.38 km s−1 (a, b), 4.39 km s−1 (c), 4.45 km s−1 (d)—all at a reference period of 50 s.
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Figure 13. Cross-sections through the tomographic model at four depths in the deep upper mantle. The limits of the saturated colour scales are indicated next

to each frame. Approximate plate boundaries are shown with green lines. The reference Sv-wave velocity values are 4.62 km s−1 (a), 4.75 km s−1 (b), 4.99

km s−1 (c), 5.34 km s−1 (d)—all at a reference period of 50 s.
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well as for 3-D tomography as in this study, it can also be applied

to other tomographic problems. With AMI itself already being used

for measurements of broad-band dispersion of surface-wave modes

(e.g. Lebedev et al. 2006), the new tomographic scheme can be

used for isotropic and anisotropic phase-velocity mapping at global

or regional scales (e.g. Zhang et al. 2007).

We observe that low-Sv-velocity anomalies beneath mid-ocean

ridges extend down to ∼100 km depth; this is consistent with

the limit of the primary melt-production depth range inferred

from MELT experiment observations and petrological arguments

(Forsyth et al. 1998).

Pronounced seismic lithosphere beneath cratons extends down

to ∼200 km. Low-velocity zones are weak or absent beneath most

cratons. Exceptions include pronounced LVZs beneath cratons in

South America and Tanzania. We suggest that the broad LVZ be-

neath central and northern South America is a seismic image of

hot material, possibly of plume origin, trapped—or ‘ponded’ (Sleep

2003)—beneath the thick cratonic lithosphere.
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