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Analysis

1. Why is SOR layer effective?

Figure 2: Comparison of 𝑝𝐒𝐎𝐑 and 𝑝𝐒𝐑𝐒 under 𝑙2 and Hausdorff loss based targeted 

adversarial examples, respectively. The ratio 𝜖 is set with 0.04.

2. How does PU-Net work?

Figure 3: The network architecture of point 

cloud upsampling network (PU-Net).

Introduction

Current attack methods:

• Optimization-based: 

Slow runtime/High attack success rate

• Gradient-based: 

Fast runtime/Low attack success rate

Current defense methods:

• Adversarial training

High defense ability/Complex retraining

• Random sampling

Moderate defense ability/Fast runtime

Our Method

Statistical outlier removal (SOR) layer: 

Upsampler network:   
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Figure 4: (a) SRS defense performance of clean and targeted adversarial point clouds on 

PointNet using C&W and shifting loss; (b) SOR defense performance of clean and targeted 

adversarial point clouds on PointNet using C&W and shifting loss under 𝛼 = 1.1. 
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Figure 4: (c) Defense performance of 

adversarial point clouds on PointNet

with or without defense.

Table 1: Classification accuracy under the white-box attack on PointNet. For the SRS defense model, number of random 

dropped points is 500 and for SOR defense model, 𝑘 = 2 and 𝛼 = 1.1 are set as hyperparameters.

Table 2: Comparison of classification accuracy using SRS and 

proposed DUP-Net under PointNet++ network.

1. We present two new defense modules (DUP-Net: SOR+PU-Net) to mitigate 

adversarial point clouds, which have better performance compared with 

baseline methods.

2. The nondifferentiability property of denoise layer, statistical outlier removal 

(SOR), is utilized to defend the adversarial white-box attacks.

3. The upsampler network can be trained on a small dataset and defends well 

against attacks generated from other point cloud datasets.

DUP-Net: Denoiser and Upsampler Network for 3D Adversarial Point Clouds Defense
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Figure 5: Visualization. The 5th column is the 200 points dropping attack. Red circles denote outliers and missing parts.
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