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Analysis

1. Residual graph convolutional block

Fig. 1:  The input points are utilized for querying 

the k nearest neighbors. The output feature of the 

block has the same dimension as the input feature.

3. Network structure

Fig. 2: The generator part of the network 

architecture of LG-GAN.
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Fig. 3: Visualization of difficult crafts 

with failed attacks: objects from 

“lamp” and “stairs” categories and their 

adversarial examples.

Table 1: Attack success rate (%), distance, and generating time on attacking 

PointNet from ModelNet40. “Target” stands for white-box attacks. 

1. Motivated by the limitations of existing 3D adversarial attack methods, we 

propose the first generation based adversarial attack method for 3D point-

cloud recognition networks.

2. To support arbitrary-target attack, we design a novel label guided adversarial 

network “LG-GAN” by multiple intermediate feature incorporation.

3. Experiments on different recognition models demonstrate that our method is 

both more flexible and effective in targeted attack while being more efficient.

LG-GAN: Label Guided Adversarial Network for Flexible Targeted Attack of 

Point Cloud-based Deep Networks
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Fig. 4:  Qualitative results on two point clouds from ModelNet40, “plane” and “cone”.

real/fake?

𝒫

N×
3

N×
3

𝒫

Label 

encoder

p
a
d

d
in

g

Target 
label

𝑡

Multi-level Feature 
integration

Reconstruction loss

Attacked 
model

PredictionClassification loss

Decoder

aggregationinterpolation

…

…

…

FC

Point cloud 

encodersampling feature learning

c
o

n
v

c
o

n
v

c
o

n
vN N/2

N/4 N/8

Prediction Discriminative loss

Discriminator

feature learning

re
s
id

u
a

l 

g
ra

p
h

 c
o

n
v

p
o
o

lin
g

c
o

n
v

residual block

c
o

n
v

c
o

n
v

…

𝑧𝑡 = 𝑧𝑡
1, 𝑧𝑡

2, … , 𝑧𝑡
𝑙 = 𝐄𝑙(𝑡)

𝐹𝒫 = 𝐹𝒫
1, 𝐹𝒫

2, … , 𝐹𝒫
𝑙 = 𝐄𝒫(𝒫)

𝒫𝑎𝑑𝑣 = 𝐃𝒫(𝑧𝑡, 𝐹𝒫)

Table 2: Detection accuracy (%) of point-

cloud translation attacks on deep networks 

of ModelNet40. 𝜖 is the maximum stride size 

of translating one whole point cloud along X-

axis, Y-axis and Z-axis.

• Gradient-based: 

Fast runtime/Low attack success rate

Hierarchical Point Feature Learning：PointNet++ structure

Feature Decoding and Label Concatenation

𝐹𝒫
𝑖+1′′ 𝑥 = 𝐅𝐂 𝑧𝑡

𝑖 , 𝐹𝒫
𝑖 , 𝑖 = 1,2,… , 𝑙 − 1

𝑓𝑜𝑢𝑡 𝑥 = 𝑤0𝑓𝑖𝑛 𝑥 + 𝑤1 

𝑞∈𝑁(𝑥)

𝑓𝑖𝑛 𝑞 , ∀𝑥 ∈ 𝑣

graph convolution: 

2. Objective Loss Function

• loss of generator networks 𝒢:

• loss of discriminator networks 𝒟:

ℒ𝒢 = ℒ𝑐𝑙𝑠 + 𝛼ℒ𝑟𝑒𝑐+𝛽ℒ𝑑𝑖𝑠

where the classification loss: ℒ𝑐𝑙𝑠 = − 𝑡 logℋ 𝒫 + 1 − 𝑡 log 1 −ℋ 𝒫

the reconstruction loss ℒ𝑟𝑒𝑐 is the L2 norm

ℒ𝑑𝑖𝑠 𝒫 = 1 − 𝒟𝜃
𝒫
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and the discriminative loss:

4. Difficult adversarial examples

Label: lamp

Target: monitor

Prediction: lamp

Label: stairs

Target: sink

Prediction: stairs
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