


Introduction

Space-Time Video Super-Resolution
 Video spatial SR

 Video frame interpolation (video temporal SR)

 Recover a high-frame-rate and high-resolution video from its low-frame-rate and 

low-resolution observation simultaneously
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Space-Time Video Super-Resolution
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Introduction

Applications
 Film making

 UHD displays

 Video replay in sports games



Related Work

Video Frame Interpolation (VFI) and Video Super-Resolution (VSR)
 VFI  Recover unseen intermediate frames to up-convert frame rate

 VSR  Improve the resolution of frames by exploring temporal information

 Cascade VFI and VSR in a two-stage manner

• accumulated errors

• unexpected artifacts

• intra-related spatial-temporal information cannot be fully exploited



Related Work

Space-Time Video Super-Resolution
 Zooming Slow-Mo

• one-stage deep-learning-based framework

• frame feature temporal interpolation, deformable ConvLSTM and frame 

reconstruction modules

• limited temporal context and unrealistic artifacts 



Related Work

Epipolar-Plane Image (EPI) and Temporal Profile (TP)
 EPI  Slice contains spatial-angular information in light field

 TP  Slice contains spatial-temporal information in video frames

Light field

Epipolar-Plane Image 



Related Work

Epipolar-Plane Image (EPI) and Temporal Profile (TP)
 EPI  Slice contains spatial-angular information in light field

 TP  Slice contains spatial-temporal information in video frames
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Motivation

Observation
 Horizontal and vertical TPs maintain similar structures to those in the spatial domain

Benefition
 STVSR can be modeled as a learning-based restoration task focusing on the specific 

2D structure of TPs

 TPs contain both space and time dimensions, spatial-temporal correlation can be better 

exploited

 Longer-term temporal context can be integrated by TPs in a more flexible way



Proposed Method

Feature 

Shuffling 

Module 

Temporal Profile 

Super-Resolution 

Module

Refining

Module

+SSIM+VGG loss 

Cycle consistency loss
Spatial and temporal degradations

Temporal profiles convert to videoVideo convert to temporal profilesVertical temporal profile Horizontal temporal profile 



Proposed Method
Temporal Profile 

Super-Resolution 

Module

Loss Function

:     training set

:                     total number of extracted TPs from training video clips

:     vertical TPs converted from GT training videos with degradation 

:                     learnable parameter set



Proposed Method

(b) RS Block
RS block

RS block

Feature Shuffling

Conv3×3

LeakyReLU

Conv3×3

Conv5×5

CSR Sub-module

(d) Feature Shuffling Operation 

(a) Feature Shuffling Module

(c) DFF Sub-block
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Feature Shuffling 

Module 

Loss Function

:          training set

:                           total number of frames used for training

:             GT HFR and HR training video frames

:                     learnable parameter set

:  video converted from SRed TPs



Proposed Method
Refining

Module

Loss Function

:                  j-th layer of the VGG-19network

:  horizontal TPs converted from the reconstructed video after degradation

:  horizontal TPs converted from the input video

:  total number of TPs used for training

:               learnable parameter set

:        weighting factors



Experiments

Comparison to State-of-the-art



Experiments

Comparison to State-of-the-art

Overlayed LR frames                           SepConv + IMDN             SepConv + SAN           SepConv + EDVR     

Overlayed LR Ground truth                    IMDN + DAIN                SAN + DAIN                    

DAIN + IMDN DAIN + SAN

DAIN + EDVR Zooming Slow-Mo Ours



Experiments

Model parameters and average inference time on the Vid4 dataset with 1080Ti



Experiments

Ablation Study: Investigation of different modules



Experiments

Ablation Study: Investigation of different modules



Application

Old Movie Restoration



Limitations



Thanks for your listening!

Project page
http://home.ustc.edu.cn/~zeyuxiao/mm2020/TPVSR.html

http://home.ustc.edu.cn/~zeyuxiao/mm2020/TPVSR.html

