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Optimal Coordinate as a General Method in Stochastic Dynamics.

Sergei V. Krivov
Astbury Center for Structural Molecular Biology, University of Leeds, Leeds, United Kingdom

A general method to describe stochastic dynamics of Markov processes is suggested. The method
aims to solve three related problems. The determination of an optimal coordinate for the description
of stochastic dynamics. The reconstruction of time from an ensemble of stochastic trajectories. The
decomposition of stationary stochastic dynamics on eigen-modes which do not decay exponentially
with time. The problems are solved by introducing additive eigenvectors which are transformed by
a stochastic matrix in a simple way - every component is translated on a constant distance. Such
solutions have peculiar properties. For example, an optimal coordinate for stochastic dynamics with
detailed balance is a multi-valued function. An optimal coordinate for a random walk on the line
corresponds to the conventional eigenvector of the one dimensional Dirac equation. The equation
for the optimal coordinate in a slow varying potential reduces to the Hamilton-Jacobi equation for
the action function.

Introduction

The description of a complex, multidimensional,
stochastic process is often simplified by projecting it on
one or a few variables [1–9]. During such dimension-
ality reduction one may lose some information; hence
the variables should be optimally selected to preserve
the information of interest. Here we are interested in
the selection of variables that preserve the information
about the dynamics. One aims to select a coordinate
such that the dynamics projected on the coordinate is
approximately Markovian, i.e., it is independent from the
dynamics along other degrees of freedom. In other words,
the current value of the coordinate alone determines the
future dynamics of the coordinate. Such dynamics are
often described as diffusion on a free energy profile with
a position dependent diffusion coefficient, which can be
determined from the coordinate time series [10].
The folding (splitting or committor) probability is con-

sidered to be an optimal coordinate [10–12] for the de-
scription of transition dynamics between any two cho-
sen boundary states, i.e., a reaction. The name comes
from the protein folding field, where this coordinate is
equal to the probability of reaching the folded state be-
fore reaching the unfolded state starting from the cur-
rent configuration [1]. The projection on the coordinate
preserves some properties of the dynamics, in particular,
the equilibrium flux between the boundary states, and
the committor probability, by construction. These prop-
erties can be computed exactly by simulating diffusive
dynamics with the determined free energy landscape and
diffusion coefficient [10].
The coordinate, however is exact only for the descrip-

tion of the equilibrium transition dynamics between two
boundary states. The dynamics inside the boundary
states, or dynamics in general, without defining two end
states, can not be described. It may seem unlikely that
a single coordinate, even though optimally selected, can
give a complete description of multidimensional complex
dynamics. Classical mechanics, however, provides an ex-
ample. The action or the Hamilton’s principal function
S(xi, t) gives complete description of the dynamics of a

system governed by the deterministic equations of classi-
cal mechanics. Here we suggest a class of optimal coor-
dinates for the description of stochastic dynamics in gen-
eral. We show that under some conditions the equations
for the optimal coordinate, suggested here, are reduced
to the Hamilton-Jacobi equation for the action function.
In other words, the suggested optimal coordinate can be
considered as a generalization of the action function to
stochastic dynamics. The problem of the determination
of such an optimal coordinate is closely related to two
other problems.

The eigen-modes for stochastic dynamics. The
decomposition of the dynamics of a multidimensional
harmonic oscillator on normal modes is an example of a
Markovian projection on coordinates. Each mode evolves
independently. The phase of each normal mode can be
considered as an optimal coordinate. A quantum me-
chanical wave function, which is a linear combination
of basis eigen-functions, is another example. Can one
introduce analogous concepts for equilibrium stochastic
dynamics? The conventional decomposition of the proba-
bility distribution on the eigenvectors of the master equa-
tion is not appropriate. Since all the eigenvalues (but the
first) have negative real part [13] the projection on each
eigenvector exponentially decay with time. Thus after
a finite amount of time only the equilibrium eigenvector
survives. The latter does not describe dynamics. How-
ever, if one observes a particular dynamical trajectory of
the process, the dynamics becomes stationary but never
stops. Which leads us to the second problem. Can one
define such eigen-modes that can be used to describe sta-
tionary stochastic dynamics.

The folding probability optimal coordinate which mon-
itors progress of the folding reaction, increases as the sys-
tem comes closer to the folded state. It is natural to ex-
pect that an optimal coordinate that monitors progress of
the dynamics in general, without any relation to bound-
ary states, steadily increases. In particular, it should in-
crease whenever the system changes its state. A variable
which always increases, whenever the system changes its
state is time. Which leads us to the third problem.
The reconstruction of time. Assume that we ob-
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serve a stochastic process, generated by an unknown
transition probability or transition rate matrix. We have
access to all the variables representing the state of the
system apart from the time variable (which is external
to the system). For example, one is given a trajectory
of the system sampled with random unknown time in-
tervals. Can one reconstruct the time variable? Such
reconstruction can be useful, for example, if one wants
to determine the transition probability matrix.

Let W (x) be such a function of coordinates that can
be used to reconstruct the time interval as t2 − t1 ∼
W (x(t2))−W (x(t1)), where x(t) is a trajectory. Since the
dynamics is stochastic, such estimates fluctuate around
a true value. Thus, to determine time accurately, one
needs to average it over an ensemble of trajectories.
The time interval can be estimated more precisely as
t2 − t1 ∼ 1/N

∑

α[W (xα(t2)) − W (xα(t1))], where the
average is taken over an ensemble of trajectories xα(t)
(α = 1, N) leading from an initial distribution xα(t1) to
a final distribution xα(t2) and N → ∞.

Any such function that allows accurate time recon-
struction can be considered as an optimal coordinate.
The trajectory projected on such a coordinate has simple
dynamics. There is no need to compute the free energy
profile and the diffusion coefficient. Starting from the
current position t, its position after a time interval ∆t is
equal (on average) to t+∆t, i.e., it depends only on the
current position.

While the optimal coordinate W (x) describes the
stochastic dynamics in a simple way, it might be useful
to be able to map this description back to the original
dynamics. In principle, one can invert the relationship.
Given xα(t1) and t2 − t1, one may attempt to determine
xα(t2). Since we have just a single equation to determine
the final distribution xα(t2), the problem is ill-defined.
It can, however, be solved in the following cases. The
first case, when one is interested in a single parameter
of the distribution, for example, an average of some op-
erator like the mean position. The time dependence of
a single parameter can be determined from the single
equation. The second case, if the initial distribution is
an eigen mode of the dynamics, then (by construction)
the distribution does not change with time. The only
changing parameter is the ”phase” which can be deter-
mined from the single equation. The general solution is
then obtained as a superposition of all such eigen-modes.
This case corresponds to the conventional way of solv-
ing a linear equation by decomposing it onto a sum of
eigen-modes, i.e., it provides the solution to the second
problem.

Here we introduce a general method to solve the three
problems. Briefly, the main difference between the pro-
posed method and the conventional one is to seek the
solution of the master equation in the form S =W − νt,
instead of conventional S = ψeλt. The new solution has
a number of interesting, peculiar and counter-intuitive
properties. For example, the optimal coordinate is a
multi-valued function. To familiarize the reader with

the new concepts we extensively use illustrative exam-
ples. We start by deriving the equations for the optimal
coordinate by requiring it to be an ideal clock.

Optimal coordinate as an ideal clock

Equilibrium optimal coordinate. To illustrate
counter intuitive properties of the optimal coordinate
we first consider a more straightforward case of an equi-
librium optimal coordinate. Consider an ideal system

where a point performs a random walk along x with con-
stant a diffusion coefficient and zero mean displacement.
In this case the mean square displacement grows with
time as 〈∆x2(∆t)〉 = 2D∆t. If one is given snapshots
of the position of the point (trajectory) x(ti), one may
estimate the time intervals between the snapshots (re-
construct the time) as ti+1 − ti = ∆t ∼ ∆x2/2D =
[x(ti+1) − x(ti)]

2/2D. Since the process is random such
estimate fluctuates around the true value. To improve
the accuracy one may consider an ensemble of identi-
cal systems. Given an ensemble of trajectories xα(t)
(α = 1, N) sampled at the same (unknown) time points
ti, the time interval between the snapshots can be recon-
structed with arbitrary accuracy as

ti+1 − ti = ∆t = 〈∆x2〉α/2D =

1/(2DN)
∑

α

[xα(ti+1)− xα(ti)]
2

For a real system where the diffusion coefficient or
the potential energy surface depends on the coordinate,
〈∆x2〉 does not grow strictly linear with time. However,
for any such system one can find a coordinate W (an op-
timal coordinate), so that the mean square displacement
of the coordinate 〈∆W 2〉, computed for an equilibrium
ensemble of trajectories, grows linearly with time [10].
Conversely, define the optimal coordinate as such co-

ordinate whose mean square displacement grows linearly
with time. Let us introduce some notation [10]. Con-
sider a Markov process with transition matrix P, where
Pji(∆t) is the probability of transition from state i to j
after time interval ∆t

Pi(t+∆t) =
∑

j

Pij(∆t)Pj(t). (1)

The transition probability matrix for time interval n∆t
is P(n∆t) = Pn(∆t). Consider a stationary (steady-
state) ensemble of trajectories xα(t) (α = 1, N), gen-
erated by a Markov process (Eq. 1). We assume that
the configuration space of the system is discrete and is
represented by a (possibly infinite) set of integer num-
bers, i.e., indexes. If the original system’s dynamics
are defined in a continuous configuration space, we as-
sume that the space has been discretized. Thus, each
trajectory xα(t) is just a sequence of such indexes de-
noting current state. Such a representation is mani-
festly invariant with respect to the choice of the coor-
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dinate system. If trajectories are sampled with a con-
stant time interval ∆t one can determine the transition
matrix nji(∆t), which equals the number of transitions
from state i to state j. ni =

∑

j nji =
∑

j nij is the
number of times state i has been visited, which is pro-
portional to P st

i , the stationary (steady-state) probabil-
ity distribution P st

i =
∑

j Pij(∆t)P
st
j . Based on ni and

nji(∆t), the transition probability matrix can be esti-
mated as Pji(∆t) = nji(∆t)/ni. Let superscript T de-
note properties associated with the ensemble of time-
reversed trajectories, i.e., trajectories are read in opposite
direction, from the end to the start. These trajectories
can be considered as a realization of a Markov process
with PT

ji (∆t) = nT
ji(∆t)/ni, where nT

ji(∆t) = nij(∆t)

and nT
i = ni [14].

If W is such that for every i

∑

j

Pji(∆t)(Wj −Wi) = 0, (2)

then

〈∆W 2(n∆t)〉 = n〈∆W 2(∆t)〉 = 2Dn∆t. (3)

We prove by induction. Assume that the statement is
valid for n, then

〈∆W 2((n+ 1)∆t)〉 =
∑

ij

Pji(n∆t+∆t)P st
i (Wj −Wi)

2 =

∑

ijk

Pjk(∆t)Pki(n∆t)P
st
i (Wj −Wk +Wk −Wi)

2 =

∑

ijk

Pjk(∆t)Pki(n∆t)P
st
i [(Wj −Wk)

2+

2(Wj −Wk)(Wk −Wi) + (Wk −Wi)
2] =

∑

jk

Pjk(∆t)P
st
k (Wj −Wk)

2+

2
∑

ik

Pki(n∆t)P
st
i (Wk −Wi)

∑

j

Pjk(∆t)(Wj −Wk)+

∑

ik

Pki(n∆t)P
st
i (Wk −Wi)

2 =

〈∆W 2(∆t)〉 + n〈∆W 2(∆t)〉

Analogously, from Eq. 2 it follows that for all n

∑

j

Pji(n∆t)(Wj −Wi) = 0, (4)

i.e., the optimal coordinate is the same for the dynam-
ics, sampled with a different constant sampling interval.
We prove by induction. Assume that

∑

j Pji(n∆t)(Wj −

Wi) = 0, then

∑

j

Pji(n∆t+∆t)(Wj −Wi) =

∑

jk

Pjk(∆t)Pki(n∆t)(Wj −Wk +Wk −Wi) =

∑

k

Pki(n∆t)
∑

j

Pjk(∆t)(Wj −Wk)+

∑

k

Pki(n∆t)(Wk −Wi) = 0

The transition matrix for a trajectory sampled
with random intervals is the average 〈Pij〉 =
∑

n ρ(n)Pij(n∆t), where ρ(n) is the probability of hav-
ing interval of n∆t. Averaging Eq. 4 with ρ(n) one finds
that the optimal coordinate can be found from

∑

j

〈Pji〉(Wj −Wi) = 0. (5)

In summary, given a stationary ensemble of trajectories
xα(t) (α = 1, N), sampled at unknown time points ti,
one can determine the averaged transition matrix 〈Pji〉
and thus the optimal coordinate W with Eq. 5. Us-
ing the optimal coordinate the time interval between two
time points can be reconstructed (up to a constant factor
determined by D)

tj − ti = 〈∆W 2〉α/2D =

1/(N2D)
∑

α=1,N

[Wxα(tj) −Wxα(ti)]
2. (6)

HereWxα(tj) denotes the value of the optimal coordinate
Wi at state i = xα(tj), which is attained by trajectory
α at time instant tj. Note that given both direct and
time-reversed trajectories, Eq. 6 predicts only increase
in time, which is in agreement with equilibrium statistical
mechanics, where there is no difference between forward
and time-reversed processes.
The optimal coordinate can have neither a max-

imum nor a minimum. The equation for the op-
timal coordinate (eq. 2) can be satisfied for every i,
only if for every i there are such j that Wj < Wi and
such j that Wi < Wj because Pji > 0. For systems
with infinite configuration space this does not seem to
be a problem, e.g., for a random walk on the (infinite)
line W = x, whereas systems with finite configuration
space require special consideration, because they have
a finite set of values of Wi and hence have maximum
and minimum Wi. Consider a random walk on a ring,
with probability 1/2 to jump left or right. The tran-
sition matrix is pi,i+1 = pi,i−1 = p1,N = pN,1 = 1/2.
Consider the optimal coordinate as a function of an-
gle φ for φ = [0, 2π). Then the equation for the op-
timal coordinate is Wi − Wi−1 = Wi+1 − Wi, which
means that pointsWi are placed equidistantly on the ring
Wi+1 −Wi = const = 2π/N . If one starts from W1 = 0
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and uses the equation to consequently determine Wi+1

from Wi along the ring, then when one completes the
loop and returns to the first node one obtains W1 = 2π.
After the second loop W1 = 4π and so on. Thus, to sat-
isfy Eq. 2 for all i, the optimal coordinate has to

be a multi-valued function. For the ring W = φ, for
φ = (−∞,∞) is the phase angle that covers the ring pe-
riodically. The inverse function, the mapping from the
optimal coordinate to the states, is periodic.
Eq. 2 can be rewritten for a single-valued function Wi

restricted to any branch, as
∑

j

Pji(∆t)(Wj + dji −Wi) = 0, (7)

where dji denotes the increment in the coordinate be-
tween two branches of the multi-valued function. For a
random walk on a ring d1,N = −dN,1 = 2π and other-
wise dji = 0. Eq. 7 is the conventional system of linear
equations on a single valued function, and can be solved
by linear algebra methods. Note that, since the equation
defines the solution up to a constant Wi = Wi + c, to
solve it on a computer, one should supplement it with an
equation which fixes the constant, for example, W1 = 0.
Similar construction can be made for the dynamics on

a segment between two boundary states A and B. Using
the folding probability (pfold) as an optimal coordinate
the segment is mapped onto the [0, 1] segment, so that
Eq. 2 is satisfied for all the points but A and B, which
are mapped to 0 and 1, respectively [10]. To make the
equation valid at points A and B, the [0, 1] segment and
its mirror copy [1, 0] are joined together to form a ring, 0
ends are joined together and 1 ends are joined together.
Fig. 1a visualizes the construction as a drawing on the
surface of a cylinder; the joint profile wraps the cylinder.
Eq. 2 is satisfied for nodes A and B due to symmetry.
Fig. 1b shows a schematic realization of the mirroring
construction along an infinite periodic optimal coordi-
nate of the ring. For such a coordinate Eq. 3 is valid
for all n. A practical realization of the procedure dur-
ing an analysis of a reaction coordinate time-series is as
follows. Whenever the system reaches either A or B, a
new current branch is selected out of the two with equal
probability of 0.5. An alternative way to make Eq. 3
valid is to modify the counting scheme by considering
the transition paths [10], which is not discussed here.
On this we finish the discussion of the equilibrium op-

timal coordinate and switch to a more powerful method
which can be applied to non-equilibrium ensembles of
trajectories and can estimate the change of time in both
positive and negative directions.
Non-equilibrium optimal coordinate. Consider

an ideal system where a point performs random jumps
to the right with distance a and rate r. In this case
the average distance the system transits during time ∆t
is ∆x = ra∆t. Accordingly, the time interval between
two snapshots of the trajectory separated by distance
∆x can be estimated as ∆t = ∆x/(ra). For a realistic
system, where the rate and jump distance can vary, ∆t =

optimal coordinate

A B

0 1

0 21

B

A

b)

optimal coordinate

a)

A

B

A

B

FIG. 1: a) Construction of an optimal coordinate with ring
topology by joining pfold coordinate and its mirror image at
the boundaries. b) The resulting (periodic) profile along an
infinite periodic coordinate of the ring. For such coordinate
Eq. 3 is valid for all n. The red lines show a model free energy
profile.

∆x/(ra) is no longer valid. Again, for any system an
optimal coordinate W can be constructed so that time
intervals can be determined as ∆t = 〈∆W 〉/ν, where ν is
a constant, with dimension of frequency; W is dimension-
less.
Left additive eigenvector. Let WL and ν be a so-

lution of
∑

j

nji(∆t)(W
L
j −WL

i − ν∆t) = 0, (8)

or
∑

j

Pji(∆t)(W
L
j −WL

i − ν∆t) = 0, (9)

which can be considered as the definition of the left ad-

ditive eigenvector
∑

j

Pji(∆t)W
L
j =WL

i + ν∆t, (10)

where ν∆t = λ is an additive eigenvalue. For a sys-
tem with n states Eq. 8 consists of n equations, which
together with the equation that fixes the origin of the
eigenvector (e.g., WL

1 = 0) makes it n + 1 equations for
n+1 variables. The multiplication by (the transpose of)
matrix P changes the components of the vector WL in
a simple way by adding a constant. It is easy to see that

∑

j

Pji(n∆t)W
L
j =

∑

j

Pn
ji(∆t)W

L
j =WL

i + nν∆t

or
∑

j

Pji(n∆t)(W
L
j −WL

i − nν∆t) = 0. (11)
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For example, for n=2:

∑

jk

Pjk(∆t)Pki(∆t)W
L
j =

∑

k

Pki(∆t)(W
L
k + ν∆t) =

∑

k

Pki(∆t)W
L
k +

∑

k

Pki(∆t)ν∆t =WL
i + 2ν∆t.

If the transition matrix 〈Pji〉 =
∑

n ρ(n)Pji(n∆t) is the
average of the transition matrix with random distribu-
tion of steps ρ(n) (a trajectory sampled with random
intervals), then WL is also the solution of

∑

j

〈Pji〉(WL
j −WL

i − 〈∆t〉ν) = 0, (12)

where 〈∆t〉 =
∑

n ρ(n)n∆t is the average sampling inter-
val. Multiplying Eqs. 11 and 12 by ni one obtains

∑

j

nji(n∆t)(W
L
j −WL

i − nν∆t) = 0, (13)

and
∑

j

〈nji〉(WL
j −WL

i − 〈∆t〉ν) = 0. (14)

Thus, given an ensemble of trajectories xα(t) (α = 1, N),
sampled at unknown time points ti, one can determine
the averaged transition matrix 〈nji〉 and thus the optimal
coordinate WL with Eq. 14.
Right additive eigenvector. It is useful to define

the right additive eigenvector as a solution of equation

∑

j

nij(∆t)(W
R
i −WR

j − ν∆t) = 0 (15)

or, equivalently

∑

j

P̃ij(∆t)(W
R
i −WR

j − ν∆t) = 0 (16)

and
∑

j

P̃ij(∆t)W
R
j =WR

i − ν∆t,

where P̃ij(∆t) = nij(∆t)/ni = Pij(∆t)P
st
j /P

st
i . It is

easy to see that

∑

j

P̃ij(n∆t)(W
R
i −WR

j − nν∆t) = 0.

and
∑

j

nij(n∆t)(W
R
i −WR

j − nν∆t) = 0 (17)

Note that P̃ij is not a stochastic matrix, i.e.,
∑

i P̃ij 6=
1, however

∑

j P̃ij = 1. If detailed balance holds, i.e.,

nji(∆t) = Pji(∆t)ni = Pij(∆t)nj = nij(∆t) then P̃ij =
Pji.
Given an ensemble of trajectories xα(t) (α = 1, N),

which describes stationary dynamics of the system, one
can define the following averages to measure time inter-
vals. Averaging over the entire ensemble of trajectories

1/N
∑

α

[Wxα(t2) −Wxα(t1)] (18)

Averaging over the subset of trajectories starting from a
particular state at time t1 (or a subset of states)

∑

α[Wxα(t2) −Wxα(t1)]Axα(t1)
∑

α Axα(t1)
(19)

where A is the indicator function of the subset of states,
i.e., Ax = 1 if x is in the chosen subset of states and zero
otherwise. For a single state i, Ax = δxi, the Kronecker
symbol. Averaging over the subset of trajectories ending
in a particular state at time t2 (or a subset of states)

∑

α[Wxα(t2) −Wxα(t1)]Axα(t2)
∑

αAxα(t2)
. (20)

Eqs. 19 and 20 reduce to Eq. 18 for Ax = 1 for all x.
Multiplying Eq. 13 by Ai and summing over i one finds

that the left eigenvector can be used to measure

time for trajectories starting from a set of states

t2 − t1 = 1/ν

∑

α[W
L
xα(t2)

−WL
xα(t1)

]Axα(t1)
∑

αAxα(t1)
(21)

Multiplying Eq. 17 by Ai and summing over i one finds
that the right eigenvector can be used to measure

time for trajectories ending in a set of states

t2 − t1 = 1/ν

∑

α[W
R
xα(t2)

−WR
xα(t1)

]Axα(t2)
∑

αAxα(t2)
(22)

For stationary processes, the averaging in Eqs. 18-22
may include averaging over time, e.g., for Eq. 21 one has

∆t = 1/ν

∑

α,t[W
L
xα(t+∆t) −WL

xα(t)]Axα(t)
∑

α,tAxα(t)
. (23)

Time-reversed trajectories. The equation for left
eigenvector of time-reversed trajectories is

∑

j

nT
ji(∆t)(W

TL
j −WTL

i − ν∆t) = 0,

which can be transformed to Eq. 15 with negative ∆t

∑

j

nij(∆t)(W
TL
i −WTL

j − ν(−∆t)) = 0,

i.e., the right eigenvector for forward trajectories can be
taken as the left eigenvector for time-reversed trajectories
and vice-versa.
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Time-dependent reaction coordinate. By intro-
ducing SL

i (t) = WL
i − νt and SR

i (t) = WR
i − νt Eqs. 8

and 15 can be written as
∑

j

nji[S
L
j (t+∆t)− SL

i (t)] = 0

∑

j

nij [S
R
i (t+∆t)− SR

j (t)] = 0 (24)

These equations can be considered as a generalization of
the equation for the pfold reaction coordinate (Eq. 2)
to time dependent reaction coordinates SL and SR. For
ν = 0, when the coordinates do not change with time
and nij = nji the single valued solutions equal SL =
SR = pfold. The equations, as well as Eq. 2, mean
that the average change of the (time dependent) optimal
coordinates along a trajectory is zero.
So far we have assumed that the optimal coordinate

is a function of the state index i. Such a description
is invariant with respect to the choice of the coordinate
system. As shown in the illustrative examples below, it
might be useful to embed the index in spatial coordi-
nates, so that the optimal coordinate becomes a function
of position W (x). For example, in the one-dimensional
case, one assigns position xi to state i and assumes that
Wi+1−Wi = k̄∆x, where k̄ = k/2π = 1/λ has the mean-
ing of the wave number and λ is the wavelength; the
dimension of k is inverse of x to keep W dimensionless.
In this case the change of the optimal coordinate can be
written in the form where space and time are on an equal
footing.

Sx+∆x(t+∆t)− Sx(t) = k̄∆x− ν∆t

Symmetric or relativistic coordinate. According
to Eqs. 21 and 22 one needs to use two different opti-
mal coordinates SR and SL (or two additive eigenvec-
tors) to describe incoming and outgoing or forward and
time-reversed subsets of trajectories. It might be useful
to introduce a single coordinate to describe all the sub-
sets. The procedure is analogous to the simmetrization

of the transition probability matrix Pij → Pij

√

P st
j /P

st
i

in the conventional case, which leads to the left and right
eigenvectors being equal. Let

∑

j

Pji(∆t)(S
L
j (t+∆t)− SL

i (t)) = 0

∑

j

Pij(∆t)Pj/Pi(S
R
i (t+∆t)− SR

j (t)) = 0

be two optimal coordinates that describe a stationary
solution. Let Ri =

√
Pi, then

∑

j

Pji(∆t)Ri/RjRj/Ri(S
L
j (t+∆t)− SL

i (t)) =0

∑

j

Pij(∆t)Rj/RiRj/Ri(S
R
i (t+∆t)− SR

j (t)) =0.

Introduce

SL
j (t+∆t)− SL

i = Ri/Rj(S
s
j (t+∆t)− Ss

i (t))

SR
j (t+∆t)− SR

i = Rj/Ri(S
s
j (t+∆t)− Ss

i (t)), (25)

i.e., the change of Ss is the geometric mean of the changes
of SL and SR. Then

∑

j

Pji(∆t)Ri/Rj(S
s
j (t+∆t)− Ss

i (t)) = 0

∑

j

Pij(∆t)Rj/Ri(S
s
i (t+∆t)− Ss

j (t)) = 0

or, if P̃ij is known,

∑

j

Pji(∆t)Ri/Rj(S
s
j (t+∆t)− Ss

i (t)) = 0

∑

j

P̃ij(∆t)Ri/Rj(S
s
i (t+∆t)− Ss

j (t)) = 0,

or
∑

j

P̃ji(∆t)Rj/Ri(S
s
j (t+∆t)− Ss

i (t)) = 0

∑

j

Pij(∆t)Rj/Ri(S
s
i (t+∆t)− Ss

j (t)) = 0.

Introducing W s
i − νst = Ss

i (t) one obtains

∑

j

Pji(∆t)Ri/Rj(W
s
j −W s

i − νs∆t) = 0

∑

j

Pij(∆t)Rj/Ri(W
s
i −W s

j − νs∆t) = 0, (26)

or
∑

j

Pji(∆t)Ri/Rj(W
s
j −W s

i − νs∆t) = 0

∑

j

P̃ij(∆t)Ri/Rj(W
s
i −W s

j − νs∆t) = 0, (27)

or
∑

j

P̃ji(∆t)Rj/Ri(W
s
j −W s

i − νs∆t) = 0

∑

j

Pij(∆t)Rj/Ri(W
s
i −W s

j − νs∆t) = 0. (28)

W s is not an additive eigenvector, meaning that Eqs.
25-28 are valid only in the limit of ∆t → 0. They are
not valid for an arbitrarily large ∆t, as we show later,
since the symmetrized matrix is not a stochastic matrix.
However, such a coordinate can be used in the limit of
small ∆t to measure time for both starting and ending
subsets of trajectories as

t2−t1 =

∑

α[W
s
xα(t2)

−W s
xα(t1)

]Axα(t1)R
−1
xα(t2)

R−1
xα(t1)

∑

αAxα(t1)R
−1
xα(t2)

R−1
xα(t1)

/νs

(29)
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and

t2−t1 =

∑

α[W
s
xα(t2)

−W s
xα(t1)

]Axα(t2)R
−1
xα(t2)

R−1
xα(t1)

∑

αAxα(t2)R
−1
xα(t2)

R−1
xα(t1)

/νs

(30)
Eq. 25 can be used to determine Ss and R from SL and
SR.
Equations for the rate matrix. To derive the equa-

tions for the rate matrix we let Pji(∆t) = e∆tKji ≈
δji + ∆tKji, where Kji is the rate of going from state
i to state j and

∑

j Kji = 0.

∑

j

(δji +Kji∆t)(W
L
j −WL

i − ν∆t) = 0

∑

j

Kji∆t(W
L
j −WL

i )− ν∆t = 0

∑

j

Kji(W
L
j −WL

i )− ν = 0 (31)

Similarly one obtains

∑

j

K̃ij(W
R
i −WR

j )− ν = 0, (32)

where K̃ij = Kij(∆t)P
st
j /P

st
i . For the symmetric coor-

dinate one obtains

∑

j

(δji +Kji∆t)Ri/Rj(W
s
j −W s

i − νs∆t) = 0

∑

j

KjiRi/Rj(W
s
j −W s

i )− νs(1+∆t
∑

j

KjiRi/Rj) = 0

which shows that W s and νs become independent of ∆t
in the limit of ∆t→ 0, where Eq. 26 reads

∑

j

KjiRi/Rj(W
s
j −W s

i )− νs = 0

∑

j

KijRj/Ri(W
s
i −W s

j )− νs = 0, (33)

or, if K̃ij is known,

∑

j

KjiRi/Rj(W
s
j −W s

i )− νs = 0

∑

j

K̃ijRi/Rj(W
s
i −W s

j )− νs = 0. (34)

Illustrative Example 1.

To illustrate the introduced concepts, consider the fol-
lowing example. Consider a system that moves to the
right with rate Ki+1,i = ri. For a small ∆t only ni,i

and ni+1,i are non zero. For such a system the num-
ber of transitions from i to i + 1 is constant: ni+1,i =

const = J∆t = ri∆tni, and ni = J/ri, where J is
flux. For the number of transitions from i to i one has:
ni,i = (1 − ri∆t)ni = J(1 − ri∆t)/ri. For the left eigen-
vector optimal coordinate one finds (Eq. 8)

ni,i(W
L
i −WL

i − ν∆t) + ni+1,i(W
L
i+1 −WL

i − ν∆t) = 0

−ν + ri(W
L
i+1 −WL

i ) = 0

WL
i+1 −WL

i = ν/ri (35)

For the right eigenvector optimal coordinate one obtains
(Eq. 15)

ni,i(W
R
i −WR

i − ν∆t) + ni,i−1(W
R
i −WR

i−1 − ν∆t) = 0

−ν/ri +WR
i −WR

i−1 = 0

WR
i −WR

i−1 = ν/ri

WR
i+1 −WR

i = ν/ri+1

i.e., it is different from the left eigenvector.
The same result can be found using Eq. 32. K̃i+1,i =
Ki+1,iP

st
i /P

st
i+1 = ri(J/ri)/(J/ri+1) = ri+1. Hence,

ri+1(W
R
i+1 −WR

i )− ν = 0

WR
i+1 −WR

i = ν/ri+1

For the symmetrized (relativistic) optimal coordinate one

finds using Eqs. 33 (Ri =
√

J/ri)

riRi/Ri+1(W
s
i+1 −W s

i )− νs = 0

riRi/Ri+1(W
s
i+1 −W s

i )− νs = 0
√
riri+1(W

s
i+1 −W s

i )− νs = 0

W s
i+1 −W s

i = νs/
√
riri+1

or, if one knows K̃ji, then Eq. 34 can be used to find
both Ri and W

s
i :

riRi/Ri+1(W
s
i+1 −W s

i )− νs = 0

ri+1Ri+1/Ri(W
s
i+1 −W s

i )− νs = 0

riRi/Ri+1 = ri+1Ri+1/Ri

Ri =
√

J/ri√
riri+1(W

s
i+1 −W s

i )− νs = 0

W s
i+1 −W s

i = νs/
√
riri+1

Eq. 35 defines the optimal coordinate as a function
of index i. Index i can be embedded into a spatial co-
ordinate, i.e., each state (i) can be given a position xi,
so that the optimal coordinate is a function of the posi-
tion. For example, if xi are selected as xi+1 − xi = c/ri,
where c is a constant with dimension of velocity, then
WL = k̄x, ν = ck̄, and S = W − νt = const describes
a wave moving to the right with constant velocity of c.
For the right coordinate one has xi+1 − xi = c/ri+1, i.e.,
both coordinates can not be simultaneously embedded to
keep c constant.
Numerical example. Consider a system with ri =

(mod(i, 5) + 5)/25. 10000 trajectories have been sim-
ulated by Monte Carlo (with times step of dt = 0.1)
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starting from i = 1 until the system reached i = 100.
Fig. 2 shows time reconstructed from the trajectories
using left, right and symmetric optimal coordinates for
n∆t = 1, ..., 10 by applying corresponding variants of Eq.
23. Panel a shows that time reconstructed for trajecto-
ries starting from i = 50, agrees with actual time if re-
construction is performed with the left coordinate and
disagrees significantly if performed with the right coordi-
nate. Panel b shows that time reconstructed for a sub-
set of trajectories ending in i = 50 is accurate if the
right coordinate is used and not if the left one is used.
The relativistic coordinate reconstructs time accurately
for both sets of trajectories but only for relatively short
time intervals. At longer time intervals the reconstructed
time deviates from the actual one. To accurately recon-
struct time for long time intervals using the relativistic
coordinate, the trajectory needs to be divided into short
segments, time for which can be accurately reconstructed
and then the total time can be found as their sum. The
left and right coordinates reconstruct times accurately
for their corresponding sets of trajectories for arbitrary
long trajectory segments. Panels c and d show results
for time-reversed trajectories, where the left and right
coordinates exchange their function.
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FIG. 2: Reconstruction of time from system snapshots (con-
figurations) of an ensemble of: a) forward trajectories starting
from x=50, b) forward trajectories ending at x=50, c) time-
reversed trajectories starting from x=50, d) time-reversed tra-
jectories ending at x=50. Reconstruction using WL, WR and
W s are shown by red, green and blue lines, respectively. The
plots show the reconstructed time vs the actual time.

Dynamics with detailed balance.

From now on we consider only systems with station-
ary dynamics where detailed balance holds nij = nji and

where, correspondingly, P̃ji(∆t) = Pij(∆t) and K̃ji =
Kij . For such systems, as can be easily seen, straightfor-

ward computation of right or left additive eigenvectors
leads to ν = 0. For example, by summing up over i Eqs
8 one obtains

∑

ij

nij(W
L
i −WL

j − ν∆t) = 0

ν∆t
∑

ij

nij =
∑

ij

nij(W
L
i −WL

j ) = 0

Thus, solutions with nonzero ν, necessary for the esti-
mation of time intervals are not possible (in the space of
single valued functions).
Solutions with ν 6= 0 become possible, however, if one

assumes that Wi is not a single valued function, i.e., that
the next time the system visits the same state i, Wi can
be different. One can suggest multiple reasons for that.
For example, if a system moves on a line, it has to move
in the reverse direction to return to the same point. The
optimal coordinates that describe the motion in the back-
ward and forward directions should not necessary be the
same. So each time the system changes direction, it may
be described by a new coordinate. For systems moving
on a ring the situation is more familiar. For example,
for a random walk on a ring, considered above, the opti-
mal coordinate equals φ, the angular position (phase) on
the ring, which covers the ring periodically. When the
system returns to the same point by completing a cycle
around the ring, the change in Wi is analogous to the
increase in the φ by 2π. The classical action function is
yet another example.
Note that the multivaluedness may lead to the follow-

ing counter-intuitive property

(Wi −Wj) + (Wj −Wi) 6= 0

(Wi −Wj) 6= −(Wj −Wi), (36)

if Wi in different brackets belong to different branches.
It seems that (to the best of my knowledge) the theory

of such multivalued solutions for left and right additive
eigenvectors has not been developed. I will present below
some examples, where particular solutions can be found
in a straightforward manner.

Reducing equations to a particular branch of a
multivalued function

While the equations on optimal coordinates are just
simple systems of linear equations, they can not be solved
with conventional linear algebra methods because the co-
ordinates are multivalued functions. Assume that, for
example, based on physical intuition, one knows where
the transition between different branches of the multi-
valued function happens and that the difference between
the branches is always the same (the solution is periodic).
For example, if a new branch is reached at transition from
i to j and the value at a new branch is related to the value
at an old branch as Wnew

j = Wj + dji, then Eq. 9 and
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Eq. 16 can be rewritten for values at one (old) branch as

∑

j

Pji(∆t)(W
L
j + dji −WL

i − ν∆t) = 0 (37)

∑

j

P̃ij(∆t)(W
R
i + dij −WR

j − ν∆t) = 0, (38)

where dij are the differences (in phase) between different
branches of the multivalued functions. The values at any
branch can be taken since the solution is invariant to
constant shift Wi = Wi + c. Assume further that any
solution with many nonzero dij can be represented as a
linear combination of basis solutions with few or even
single nonzero dij . Since the solution is defined up to a
factor, for the latter case we can set the non-zero dij = 1.

For the rate matrix one obtains

∑

j

Kji(W
L
j + dji −WL

i )− ν = 0 (39)

∑

j

K̃ij(W
R
i + dij −WR

j )− ν = 0, (40)

For relativistic optimal coordinate, for example Eq. 34
one obtains

∑

j

KijRi/Rj(W
s
j + dji −W s

i )− νs = 0

∑

j

K̃ijRi/Rj(W
s
i + dij −W s

j )− νs = 0. (41)

Alternatively, one can explicitly introduce multival-
uedness by introducing variable l that describes the cur-
rent branch. The optimal coordinate becomes a func-
tion of two variables Wl,i, where one further assumes
Wl,i = ld + Wi. For such defined optimal coordinates
Eq. 36 is no longer counter-intuitive

(Wl,i −Wl,j) + (Wl+1,j −Wl,i) 6= 0

(Wl,i −Wl,j) + (Wl,j −Wl,i) = 0

Illustrative Example 2. Transitions between two
states with different rates.

Consider a system with dynamics described by the fol-
lowing master equation

∂p1/∂t = −r1p1 + r2p2

∂p2/∂t = −r2p2 + r1p1

We assume that an optimal coordinate changes branches
when the system makes transition 2 → 1. The coordinate
is taken in the form Wl,i = l +Wi. For the left additive

eigenvector one obtains (Eq. 31)

r1(W
L
l,2 −WL

l,1)− ν = 0

r2(W
L
l+1,1 −WL

l,2)− ν = 0

[WL
2 −WL

1 ]− ν/r1 = 0

[WL
1 + 1−WL

2 ]− ν/r2 = 0

ν = 1/(1/r1 + 1/r2)

WL
1 = 0

WL
2 = ν/r1

Thus, one has WL
2 −WL

1 = ν/r1, W
L
1 −WL

2 = ν/r2 and
(WL

2 −WL
1 ) + (WL

1 −WL
2 ) = 1 6= 0 because WL

1 in the
second bracket belongs to the next branch.
For stationary (equilbirum) populations one has P st

1 =

1/r1 and P st
2 = 1/r2, and K̃12 = K21 = r1, K̃21 = r2.

For the right additive eigenvector one finds (Eq. 32).

r2(W
R
l,2 −WR

l,1)− ν = 0

r1(W
R
l+1,1 −WR

l,2)− ν = 0

ν = 1/(1/r1 + 1/r2)

WR
1 = 0

WR
2 = ν/r2.

Thus while ν for both coordinates is the same, WL 6=
WR.
Explicit symmetrization. For the symmetric rate ma-
trix one obtains Ks

21 = K21

√

P st
1 /P

st
2 = r1

√

r2/r1 =√
r1r2 = Ks

12. W
s can be found as a left or right eigen-

vector of the symmetric rate matrix

√
r1r2(W

s
l,2 −W s

l,1)− νs = 0
√
r1r2(W

s
l+1,1 −W s

l,2)− νs = 0

νs =
√
r1r2/2

W s
1 = 0

W s
2 = 1/2

Implicit symmetrization. The equation on the rela-
tivistic coordinate Eq. 34 reads

r1R1/R2(W
s
l,2 −W s

l,1)− νs = 0

r2R2/R1(W
s
l+1,1 −W s

l,2)− νs = 0

r2R2/R1(W
s
l,2 −W s

l,1)− νs = 0

r1R1/R2(W
s
l+1,1 −W s

l,2)− νs = 0
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After substitution W s
l,i = l+W s

i one finds both W s
i and

Ri

r1R1/R2(W
s
2 −W s

1 )− νs = 0

r2R2/R1(W
s
1 + 1−W s

2 )− νs = 0

r2R2/R1(W
s
2 −W s

1 )− νs = 0

r1R1/R2(W
s
1 + 1−W s

2 )− νs = 0

r2R2/R1 = r1R1/R2

R1 = 1/
√
r1, R2 = 1/

√
r2√

r1r2(W
s
2 −W s

1 )− νs = 0√
r1r2(W

s
1 + 1−W s

2 )− νs = 0

νs =
√
r1r2/2

W s
1 = 0

W s
2 = 1/2

Numerical example. 1000 trajectories (time series
of l, i) each of length 105dt were simulated by MC with
time steps of dt = 0.01 and saved with time interval of
∆t = 1. The transition rates are r1 = 0.1 and r2 = 0.2.
Fig. 3 shows the reconstructed time vs the actual time.
For forward trajectories, starting from a state, time can
be reconstructed only by the left coordinate and con-
versely for forward trajectories ending in a state, time
can be reconstructed only by the right coordinate. The
relativistic coordinate can be used to reconstruct time in
both cases but only for short time intervals.
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FIG. 3: Reconstruction of time from system snapshots (con-
figurations) from ensemble of: a) forward trajectories starting
from x=(10,1), b) forward trajectories ending at x=(10,1), c)
time-reversed trajectories starting from x=(10,1), d) time-
reversed trajectories ending at x=(10,1). Reconstruction us-
ing WL, WR and W s are shown by red, green and blue lines,
respectively. The plots show the reconstructed time vs the
actual time.

Illustrative Example 3. Stochastic model of the
telegraphers equation.

Consider a particle that jumps in a constant direction,
and changes direction with rate r. The model can be
considered as a discrete version of the stochastic model
of the telegraphers equation [15]. We assume that every
time the direction is changed the dynamics is described
by a new coordinate. Dynamics in the positive direction
are described by coordinates W2l+1,i, while that in the
negative directions are described by coordinates W2l+2,i.
Thus we have the following set of transitions:
W2l+1,i → to W2l+1,i+1 with probability 1 − r∆t or to
W2l+2,i−1 with probability r∆t. W2l+2,i → to W2l+2,i−1

with probability 1−r∆t or to W2l+3,i+1 with probability
r∆t. For the left additive eigenvector one has (Eq. 9)

(1− r∆t)[WL
2l+1,i+1 −WL

2l+1,i − ν∆t]+

r∆t[WL
2l+2,i−1 −WL

2l+1,i − ν∆t] = 0

(1− r∆t)[WL
2l+2,i−1 −WL

2l+2,i − ν∆t]+

r∆t[WL
2l+3,i+1 −WL

2l+2,i − ν∆t] = 0

We assume that the (basis) solutions are periodic, i.e.,
WL

l+m,i = WL
l,i +md, in particular, we consider the case

wherem = 2. LetWL
2l+1,i = 2l+1+i∆xk̄+w1,W

L
2l+2,i =

2l+ 2+ (i+1)∆xk̄+w2, i.e., index i is considered to be
embedded into coordinate x as i∆x ∼ x and W ∼ k̄x.
After substitution one finds

(1− r∆t)k̄∆x + r∆t[w2 + 1− w1]− ν∆t = 0

−(1− r∆t)k̄∆x + r∆t[w1 + 1− w2]− ν∆t = 0

ν = r

We assume that ∆x = c∆t, where c is a constant, so that
the limit ∆t→ 0 exists. We let w1 = 0 and find

w2 = −(1− r∆t)ck̄/ν

WL
2l+1,i = 2l + 1 + k̄i∆x

WL
2l+2,i = 2l + 2 + k̄(i+ 1)∆x− (1− r∆t)ck̄/ν

In the limit ∆t→ 0 and, correspondingly, ∆x→ 0

WL
2l+1,x = 2l + 1 + k̄x

WL
2l+2,x = 2l + 2 + k̄x− ck̄/ν

For the right additive eigenvector

(1− r∆t)[WR
2l+1,i −WR

2l+1,i−1 − ν∆t]+

r∆t[WR
2l+1,i −WR

2l,i−1 − ν∆t] = 0

(1− r∆t)[WR
2l+2,i −WR

2l+2,i+1 − ν∆t]+

r∆t[WR
2l+2,i −WR

2l+1,i+1 − ν∆t] = 0
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one analogously finds

(1− r∆t)k̄∆x + r∆t[w1 + 1− w2]− ν∆t = 0

−(1− r∆t)k̄∆x + r∆t[w2 + 1− w1]− ν∆t = 0

ν = r

w1 = 0

w2 = (1− r∆t)ck̄/ν

WR
2l+1,i = 2l+ 1 + k̄i∆x

WR
2l+2,i = 2l+ 2 + k̄(i+ 1)∆x+ (1− r∆t)ck̄/ν

WR
2l+1,x = 2l+ 1 + k̄x

WR
2l+2,x = 2l+ 2 + k̄x+ ck̄/ν,

i.e., WL 6= WR. Note, that equations for the left and
right additive eigenvectors allow more complex solutions
with quadratic dependence on x, but we do not consider
them here.
The relativistic coordinate. Since the left and right

additive eigenvectors are different, it is useful to find the
relativistic coordinate. Note, however, that the situa-
tion is slightly different from the one considered before.
Here the transition matrix is symmetric and the left and
right additive eigenvectors at k = 0 (in the rest frame)
are equal. They differ in a moving frame. We proceed
analogously.
Let the left and right optimal coordinates be

∑

j

Pji(∆t)(S
L
j (t+∆t)− SL

i (t)) = 0

∑

j

Pij(∆t)(S
R
i (t+∆t)− SR

j (t)) = 0,

where Pij = Pji. We introduce the symmetric (relativis-
tic) reaction coordinate as

SL
j (t+∆t)− SL

i (t) = Rj/Ri(S
s
j (t+∆t)− Ss

i (t))

SR
i (t+∆t)− SR

j (t) = Rj/Ri(S
s
i (t+∆t)− Ss

j (t)).

(42)

Such a definition makes the comparison with the conven-
tional relativistic equations of physics more straightfor-
ward. The equation is identical to Eq. 25 if one makes
substitution Ri → 1/Ri (or exchanges S

L and SR). One
obtains

∑

j

Pji(∆t)Rj/Ri(S
s
j (t+∆t)− Ss

i (t)) = 0

∑

j

Pij(∆t)Rj/Ri(S
s
i (t+∆t)− Ss

j (t)) = 0, (43)

or
∑

j

Pji(∆t)Rj/Ri(W
s
j −W s

i − νs∆t) = 0

∑

j

Pij(∆t)Rj/Ri(W
s
i −W s

j − νs∆t) = 0. (44)

The time intervals can be estimated as (substitute Ri →
1/Ri in Eqs. 29 and 30)

t2−t1 =

∑

α[W
s
xα(t2)

−W s
xα(t1)

]Axα(t1)Rxα(t2)Rxα(t1)
∑

αAxα(t1)Rxα(t2)Rxα(t1)
/νs

(45)
and

t2−t1 =

∑

α[W
s
xα(t2)

−W s
xα(t1)

]Axα(t2)Rxα(t2)Rxα(t1)
∑

αAxα(t2)Rxα(t2)Rxα(t1)
/νs

(46)
From Eq. 44

(1− r∆t)
R2l+1,i+1

R2l+1,i
[W s

2l+1,i+1 −W s
2l+1,i − νs∆t]+

r∆t
R2l+2,i−1

R2l+1,i
[W s

2l+2,i−1 −W s
2l+1,i − νs∆t] = 0

(1− r∆t)
R2l+2,i−1

R2l+2,i
[W s

2l+2,i−1 −W s
2l+2,i − νs∆t]+

r∆t
R2l+3,i+1

R2l+2,i
[W s

2l+3,i+1 −W s
2l+2,i − νs∆t] = 0

(1− r∆t)
R2l+1,i−1

R2l+1,i
[W s

2l+1,i −W s
2l+1,i−1 − νs∆t]+

r∆t
R2l,i−1

R2l+1,i
[W s

2l+1,i −W s
2l,i−1 − νs∆t] = 0

(1− r∆t)
R2l+2,i+1

R2l+2,i
[W s

2l+2,i −W s
2l+2,i+1 − νs∆t]+

r∆t
R2l+1,i+1

R2l+2,i
[W s

2l+2,i −W s
2l+1,i+1 − νs∆t] = 0

Assume that optimal coordinates are periodic for index l
with period 2, meaning R2l+1,i = R1,i, R2l+2,i = R2,i.
Since the system is translation invariant R1,i = R1,
R2,i = R2. We assume, again, that W s

2l+1,i = 2l +

1 + i∆xk̄ + w1, W
s
2l+2,i = 2l + 2 + (i + 1)∆xk̄ + w2

and ∆x = c∆t. After substitution and taking the limit
∆t → 0 (the equation for the relativistic coordinate is
valid only in this limit)

k̄c+ rR2/R1(w2 + 1− w1)− ν = 0

−k̄c+ rR1/R2(w1 + 1− w2)− ν = 0

k̄c+ rR2/R1(w1 + 1− w2)− ν = 0

−k̄c+ rR1/R2(w2 + 1− w1)− ν = 0

We dropped superscript s to simplify the notation. By
subtracting the third equation from the first, one finds
that w2 = w1, which we can set to 0, since the coordinate
is defined up to a constant. Then one finds

k̄c+ rR2/R1 − ν = 0

−k̄c+ rR1/R2 − ν = 0

ν2 = r2 + c2k̄2

R2/R1 =
√

(ν − ck̄)/(ν + ck̄)

R1 =
√

1 + ck̄/ν, R2 =
√

1− ck̄/ν, (47)
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i.e., the infinite set of solutions, parametrized by k̄ with
relativistic relation between ν and k̄, which is the reason
behind naming the coordinate relativistic.
The stochastic dynamics projected on the optimal rel-

ativistic coordinate is described by S =W − νt = const,
which describes a plane wave running in (l,x) space with
the phase velocity along x of ν/k̄. To compute the
group velocity, we consider a ”wave packet” - two so-
lutions with close but different values of k̄ [16]. Let
their phases be equal at some point k̄1x + l − ν1t =
k̄2x + l − ν2t. The equation for the phase agreement
at the new position (x+ dx) at next time instant (t+ dt)
is k̄1(x+ dx)+ l− ν1(t+ dt) = k̄2(x+ dx)+ l− ν2(t+ dt).
Hence (k̄1 − k̄2)dx = (ν1 − ν2)dt, or v = dx/dt =
(ν1 − ν2)/(k̄1 − k̄2) = ∂ν/∂k̄ = k̄c2/ν. Thus, one

obtains ν = r/
√

1− (v/c)2, k̄ = (vr/c2)/
√

1− (v/c)2

and R1 =
√

1 + v/c, R2 =
√

1− v/c. By introducing
E = hν, p = hk̄, mc2 = hr, where h has the meaning
of the Planck constant, one obtains the more familiar
E2 = m2c4 + p2c2, v = pc2/E, E = mc2/

√

1− (v/c)2

and p = mv/
√

1− (v/c)2.

Interpreting Ri =
√
Pi, where Pi are the station-

ary probabilities one can compute the mean velocity
v = (cP1 − cP2)/(P1 + P2) = k̄c2/ν, which equals the
group velocity.
The relativistic coordinate can be found from the left

and right additive eigenvectors using Eqs. 42. From

ν = r

WL
2l+1,i = 2l + 1 + k̄i∆x

WL
2l+2,i = 2l + 2 + k̄(i+ 1)∆x− (1− r∆t)ck̄/ν

WR
2l+1,i = 2l + 1 + k̄i∆x

WR
2l+2,i = 2l + 2 + k̄(i+ 1)∆x+ (1− r∆t)ck̄/ν

one computes

SL
2l+1,i+1 − SL

2l+1,i =k̄∆x− ν∆t = −(ν − k̄c)∆t

SL
2l+2,i−1 − SL

2l+1,i =1− (1− r∆t)ck̄/ν − ν∆t =

(1− r∆t)(1 − ck̄/ν)

SL
2l,i−1 − SL

2l,i =− (ν + k̄c)∆t

SL
2l+1,i+1 − SL

2l,i =(1− r∆t)(1 + ck̄/ν)

SR
2l+1,i+1 − SR

2l+1,i =− (ν − k̄c)∆t

SR
2l,i−1 − SR

2l,i =− (ν + k̄c)∆t

SR
2l+2,i−1 − SR

2l+1,i =(1− r∆t)(1 + ck̄/ν)

SR
2l+1,i+1 − SR

2l,i =(1− r∆t)(1 − ck̄/ν),

where we used shorthand notation for Sj − Si =
Sj(t + ∆t) − Si(t). P1,i = P1, since (SL

2l+1,i+1 −
SL
2l+1,i)/(S

R
2l+1,i+1−SR

2l+1,i) = P1,i+1/P1,i = 1 and hence

Ss
2l+1,i+1 − Ss

2l+1,i = SL
2l+1,i+1 − SL

2l+1,i = −(ν − k̄c)∆t,
where ν = r. Analogously P2,i = P2 and Ss

2l,i−1−Ss
2l,i =

SL
2l,i−1 − SL

2l,i = −(ν + k̄c)∆t. For transitions with the

reversal of direction

P2/P1 = (SL
2l+2,i−1 − SL

2l+1,i)/(S
R
2l+2,i−1 − SR

2l+1,i) =

(1− ck̄/ν)/(1 + ck̄/ν)

Ss
2l+2,i−1 − Ss

2l+1,i =(1− r∆t)
√

1− (ck̄/ν)2

Ss
2l+1,i+1 − Ss

2l,i =(1− r∆t)
√

1− (ck̄/ν)2

The obtained coordinate differs from the relativistic
coordinate found before by an overall factor of d =
√

1− (ck̄/ν)2, as can be seen by, e.g., computing
Ss
2l+2,i − Ss

2l,i. By rescaling the coordinate Ss → Ss/d,

k̄ → k̄/d and ν → ν/d one finds that

ν = r/
√

1− (ck̄/ν)2

r2 = ν2(1 − (ck̄/ν)2) = ν2 − (ck̄)2

Numerical example. 1000 trajectories (time series
of l, i) each of length 105dt were simulated by MC with
time steps of dt = 0.01 and saved with time interval of
∆t = 1. The reversal rate is r = 0.1. Fig. 4 shows
times reconstructed with the optimal coordinates with
k̄ = 0.05. Relativistic coordinates with larger values of k̄
correctly reconstruct time at shorter time intervals. Fig.
5 shows the dynamics of a wave packet.
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FIG. 4: Reconstruction of time from system snapshots (con-
figurations) from an ensemble of: a) forward trajectories
starting from the positive direction, b) forward trajectories
ending in the positive direction, c) time-reversed trajectories
starting from the positive direction, d) time-reversed trajec-
tories ending in the positive direction. Reconstruction using
WL, WR and W s are shown by red, green and blue lines,
respectively. The plots show the reconstructed time vs the
actual time.
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FIG. 5: The dynamics of a wave packet. Surfaces of (relativis-
tic) S(l, x, ti) = l + k̄x − νti = const for ti = 0, 10, 20...300
are shown for three solutions with k̄ = k̄0, k̄ = 1.1k̄0 and
k̄ = 0.9k̄0 for k̄0 = 0.05. The region where phases are in
agreement starts at (l=0,x=0,t=0) and moves with time along
x with the group velocity v = k̄/ν.

THE RELATION BETWEEN THE ADDITIVE
AND CONVENTIONAL (MULTIPLICATIVE)

EIGENVECTORS.

An additive eigenvector is modified by matrix multi-
plication as AWR = WR + λ, where λ = {λ, ..., λ} is a
vector where all components equals λ. An additive eigen-
vector is a multi-valued function of position, meaning
that j as a function of Wj is a periodic function similar
to exp(i2πWj). A conventional eigenvector is modified
by matrix multiplication as AψR = λψR. Eigenvectors
of the master equation are often periodic functions. All
this suggests that there might be a relation between an
additive eigenvector and a phase (or logarithm) of a con-
ventional eigenvector. Indeed, as we show below, under
certain conditions it is possible to establish the corre-
spondence. It, however, requires a certain modification
of the acting operator, and correspondingly the under-
lying dynamics. The correspondence is similar to that
between the classical action function and the wave func-
tion in quantum mechanics.

Let ψR, ψL be the solutions of equations

ψR
i (t+∆t) =

∑

j

Pij(∆t)ψ
R
j (t)

ψL
i (t) =

∑

j

Pji(∆t)ψ
L
j (t+∆t), (48)

where
∑

j Pji(∆t) = 1, or the corresponding continu-

ous time equations. If ψL
i (t) = ei2πS

L
i (t) = ei2π(W

L
i −νt),

where λ = e−i2πν∆t is the corresponding eigenvalue, then

exp(i2πSL
i (t)) =

∑

j

Pji(∆t) exp(i2πS
L
j (t+∆t))

1 =
∑

j

Pji(∆t) exp(i2π(S
L
j (t+∆t)− SL

i (t)))

Assume that SL
j (t+∆t)− SL

i (t) are always close to 0 or

some other integer number, i.e., |SL
j (t + ∆t) − SL

i (t) +
dji| ≪ 1, where dji is an integer, then one can expand
the exponent and obtain Eq. 37.

1 ≈
∑

j

Pji(∆t)[1 + i2π(SL
j (t+∆t)− SL

i (t) + dji)]

0 ≈
∑

j

Pji(∆t)(S
L
j (t+∆t)− SL

i (t) + dji)

∑

j

Pji(∆t)(W
L
j −WL

i + dji − ν∆t) ≈ 0

For the right eigenvector ψR
j (t) = Pje

i2πSR
j (t) one ob-

tains Eq. 38

Pi exp(i2πS
R
i (t+∆t)) =

∑

j

Pij(∆t)Pj exp(i2πS
R
j (t))

1 =
∑

j

Pij(∆t)Pj/Pi exp(−i2π(SR
i (t+∆t)− SR

j (t)))

∑

j

Pij(∆t)Pj/Pi(S
R
i (t+∆t)− SR

j (t)− dij) ≈ 0

∑

j

Pij(∆t)Pj/Pi(W
R
i −WR

j − dij − ν∆t) ≈ 0.

Numerical analysis of the eigenvectors and eigenvalues
of the system from illustrative example 1, shows that the
relation is accurate for small eigenvalues and becomes in-
accurate for large eigenvalues. To investigate the reason
we consider the case ri = r analytically.

exp(i2π(Wj − ν(t+∆t)) =(1− r∆t) exp(i2π(Wj − νt))

+ r∆t exp(i2π(Wj−1 − νt))

exp(−i2πν∆t) = (1− r∆t) + r∆t exp(i2π(Wj−1 −Wj))

−i2πν =r(exp(i2π(Wj−1 −Wj))− 1)

The equation reduces to Wj −Wj−1 = ν/r only in the
limit of Wj−1 −Wj → 0 or ν → 0. One way to make
it work for finite ν is to make the transition from j − 1
to j gradual by introducing intermediate states j + k/n,
where k = 0, ..., n−1, so that correspondingWj+(k+1)/n−
Wj+k/n → 0 for n → ∞, while Wj and ν stay the same.
Let the time interval ∆t be further divided into n sub-
intervals. Instead of making a single jump from j − 1 to
j with rate r during ∆t, the system makes n jumps from
j + (k− 1)/n to j + k/n with (yet unknown) rate a each
during ∆t/n. The equations for the additive eigenvector
are

a∆t/n(Wj+(k+1)/n −Wj+k/n)− ν∆t/n = 0.
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Summing the equations for k = 0, ..., n− 1 one finds that
a = rn. The master equation is

pj+k/n(t+∆t/n) = (1− rn∆t/n)pj+k/n(t)+

rn∆t/npj+(k−1)/n(t)

for k = 0, ..., n − 1. Let x = ∆x(j + k/n), then in the
limit n → ∞ one can approximate the finite differences
by derivatives and obtain:

pj+k/n +∆t/n∂pj+k/n/∂t = (1− r∆t)pj+k/n+

r∆t(pj+k/n − 1/n∂pj+k/n/∂j)

∆t/n∂pj+k/n/∂t+ r∆t/n∂pj+k/n/∂j = 0

∂pj+k/n/∂t+ r∂pj+k/n/∂j = 0

∂p(x, t)/∂t+ c∂p(x, t)/∂x = 0, (49)

where c = r∆x. The eigenfunction of the equation is
exp(i2π(νx/c + νt)) = exp(i2π(Wx − νt)). Thus, we
have found the equation with (multiplicative) eigenfunc-
tion and eigenvalue, which correspond exactly to addi-

tive eigenvector and eigenvalue. However, in order to
do that it was necessary to modify the underlying dy-
namics of the system. First, the dynamics is nor longer
stochastic. The differential operator describes a deter-
ministic running wave. Second, the configuration space
of the system has been extended. Instead of being in-
teger j ∈ Z it became real x ∈ R. It seems reasonable
to name operators such as in Eq. 49 virtual operators,
since they describe virtual dynamics, not the actual dy-
namics of the system and are just a mathematical tool
to obtain (multiplicative) eigenfunction and eigenvalue,
which correspond exactly to additive ones.
For the relativistic coordinate the correspondence is

established analogously. Let Pij(∆t) be such that the
solutions of Eqs. 48 can be expressed as

ψR
j = ψL

j = Rje
i2πSs

j (t) = Rje
i2π(W s

j −νt)

Then

e−i2πνs∆tRie
i2πW s

i =
∑

j

Pij(∆t)Rje
i2πW s

j

e−i2πνs∆t =
∑

j

Pij(∆t)Rj/Rie
−i2π(W s

i −W s
j )

1− i2πνs∆t ≈
∑

j

(δij +∆tKij)Rj/Ri[1− i2π(W s
i −W s

j + dij)],

where imaginary part equals

∑

j

KijRj/Ri(W
s
i −W s

j + dij)− νs ≈ 0.

For the left eigenvector one obtains

∑

j

KjiRj/Ri(W
s
j −W s

i + dji)− ν ≈ 0.

The two equations are the multi-valued rate matrix ver-
sions of Eq. 44.
Consider system with dynamics described by the fol-

lowing master equation

p1(t+∆t) = (1− r∆t)p1 + r∆tp2

p2(t+∆t) = (1− r∆t)p2 + r∆tp1

where p1 and p2 are the probabilities to be in state 1
and 2, respectively, which is equivalent to the system
considered in illustrate example 2 if one sets r1 = r2 = r.
For this system, the left, right and relativistic coordinates
are the same Wl,1 = l, Wl,2 = l + 1/2 and ν = r/2.
The equation has two eigenvalues λ = 1 and λ = 1 −

2r∆t, which correspond to (λ = exp(i2πν∆t)) ν = 0 and
ν = ir/π. The eigenvector of the second eigenvalue is
ψ1 = 1 = e−2πi0 = e−2πiW1 and ψ2 = −1 = e−2πi1/2 =
e−2πiW2 , in agreement with the additive eigenvectors.
The second eigenvalue is not in correspondence because

W1 −W2 is not small and the exponent can not be ex-
panded just to linear terms. Since after two steps the
systems returns to itself, each step corresponds to rota-
tion on π radians. To make the linear exponent expan-
sion accurate, for the correspondence to be valid, each
step should be made infinitesimally small. Analogous to
the above, one way to do this, is to make the rotation
gradual, i.e., instead of rotation on π radians with rate
r, make n rotations on π/n radians with rate nr where
n → ∞. Let time interval ∆t be further divided into
n sub-intervals and let p1+j/n represent the intermedi-
ate values, representing rotation by angle of π/n. The
equation for the additive eigenvector are

rn∆t/n(W1+(j+1)/n −W1+j/n)− ν∆t/n = 0

for j = 1, ..., 2n. Master equation is

p1+j/n(t+∆t/n) = (1− rn∆t/n)p1+j/n(t)+

rn∆t/np1+(j−1)/n(t).

If n is large, one can expand the finite-difference equation
and obtain

∆t/n∂p1+j/n/∂t = −rn∆t/n∂p1+j/n/∂j

∂pφ/∂t = −rπ∂pφ/∂φ,

where φ = 2πj/2n is the rotation angle. The equation
has eigenfunction p = eiφ−irπt with eigenvalue µ = irπ
corresponding to ν = r/2. The eigenfunction at points
φ = 0 and φ = π corresponds toW1 andW2. Thus, in or-
der to obtain the correct correspondence between the ad-
ditive and multiplicative eigenvector and eigenvalue the
stochastic process had to be modified. The new process
consists of infinitesimal jumps instead of finite jumps and
it describes deterministic rotation instead of the original
stochastic dynamics. The new process suggests that the
system can have any φ, while in the original process only
φ = 0 and φ = π are possible.
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In the previous construction many intermediate p1+j/n

were introduced to explicitly represent the rotation by a
small angle of π/n. The rotation can be also represented
by a rotation matrix in some (ex, ey) basis. As ex and ey
one can take unit vectors associated with p1 and p1+1/2.
p2 corresponds to −ex and can not be taken as basis
vector because a rotation can not be represented as a
linear sum of ex and −ex. Each p1+j/n = xex + yey is a
linear combination of the basis vectors with coefficients
x, y. Since x and y are coordinates and not probabilities,
they can be negative. When the system makes transition
from p1+(j−1)/n to p1+j/n, x, y coordinates are changed
by the rotation matrix

(

cosπ/n − sinπ/n
sinπ/n cosπ/n

)

.

So the master equation is

x(t+∆t/n)
y(t+∆t/n)

= (1− rn∆t/n)
x(t)
y(t)

+

rn∆t/n

(

cosπ/n sinπ/n
− sinπ/n cosπ/n

)

x(t)
y(t)

,

the rotation matrix for angle −π/n is taken to express
p1+(j−1)/n from p1+j/n. Expanding the equation one ob-
tains

x+∆t/n∂x/∂t =x− rn∆t/nx+ rn∆t/nx+ rnπ∆t/n2y

y +∆t/n∂y/∂t =y − rn∆t/ny + rn∆t/ny − rnπ∆t/n2x

∂x/∂t =rπy

∂y/∂t =− rπx.

The equation is similar to the one-dimensional relativistic
Dirac equation for an electron in its rest frame. However,
the original system operates only with p1 and p2; p1+1/2

can not be observed. To alleviate this, the original cycle
(1 → 2 → 1) can be extended to cycle 1 → 2 → 3 → 4 →
1, where state 3 is identical to 1 and 4 to 2. The additive
eigenvalue and eigenvector are ν = r/4, and Wl,1 = l,
Wl,2 = l+1/4,Wl,3 = l+1/2 and Wl,4 = l+3/4. In this
system e1 and e2 are associated with p1 and p2, and the
virtual operator is (the rotation rate now is rn ·π/2/n =
rπ/2)

da1/dt = rπ/2a2

da2/dt = −rπ/2a1
a3 = −a1
a4 = −a2 (50)

The eigenvalue µ = iπr/2 corresponds to the additive
eigenvalue of ν = r/4, and eigenfunction is ψ1 = 1/2 =
e0/2, ψ2 = i/2 = eiπ/2/2, ψ3 = −1/2 and ψ4 = −i/2,
which is in correspondence with the additive eigenvector.
The dynamics described by the stochastic telegraphers

equations is the superposition of constant motion to the
left or to the right and change with rate r between the

two motions (directions). Hence the virtual operator for
this equation is the superposition of Eqs. 49 and 50

∂a1/∂t+ c∂a1/∂x = rπ/2a2

∂a2/∂t− c∂a2/∂x = −rπ/2a1
a3 = −a1
a4 = −a2

which is equivalent to the one dimensional Dirac equa-
tion, if one denotes rπ/2 as mc2/~ or mc2 = hr/4. The
eigenvector of the virtual operator

a1 =
√

1 + ck̄/νei2π(k̄x−νt)

a2 =
√

1− ck̄/νei2π(k̄x−νt+1/4)

a3 =
√

1 + ck̄/νei2π(k̄x−νt+2/4)

a4 =
√

1− ck̄/νei2π(k̄x−νt+3/4),

where ν2 = (r/4)2+k̄2c2 is in agreement with the optimal
coordinate (Eq. 47). The factor of 4, compare to the
solution given by Eq. 47, is due to different normalization
of optimal coordinates Wl+4,i = Wl,i + 1 vs Wl+2,i =
Wl,i + 2.

Note that two reversals of the direction 1 → 2 → 3
(which result in the original direction) lead to the change
of sign a1 → a3 = −a1. It requires four reversals of the
direction to return to the original sign, analogous to the
transformation of a spinor under 2π or 4π rotation.

Thus, the change of direction during a random walk
can be transformed to the virtual continuous operator
representing rotation (in internal space). Every equilib-
rium stochastic dynamics, by definition, contains move-
ments in opposite directions, meaning that virtual oper-
ators representing rotations are ubiquitous.

The strategy of finding the virtual operator can be
summarized as follows. The correspondence holds if
P (∆t) is such that Wi − Wj ≈ 0 and ν is real. If
it is not the case, then the configuration space is ex-
panded with intermediate states (denoted by fractional
index i + k/n) on which virtual dynamics described
by a virtual operator A(∆t/n) is introduced, such that
Wi+(k+1)/n −Wi+k/n → 0 with n → ∞, while Wi and
ν do not change. For such an operator the correspon-
dence between the additive and multiplicative eigenvec-
tors and eigenvalues is exact. Hence, the correspondence
is exact between the additive eigenvectors and eigenval-
ues of the original P and the conventional eigenvectors
and eigenvalues of the virtual operator A on the original
configuration space (integer index).
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Illustrative Example 4. The telegraphers equation in
a slowly varying potential.

Let the reversal rate now be a function of the position
(ri), corresponding to a random walk in a potential.

(1 − ri∆t)
R2l+1,i+1

R2l+1,i
[W s

2l+1,i+1 −W s
2l+1,i − νs∆t]+

ri∆t
R2l+2,i−1

R2l+1,i
[W s

2l+2,i−1 −W s
2l+1,i − νs∆t] = 0

(1− ri∆t)
R2l+2,i−1

R2l+2,i
[W s

2l+2,i−1 −W s
2l+2,i − νs∆t]+

ri∆t
R2l+3,i+1

R2l+2,i
[W s

2l+3,i+1 −W s
2l+2,i − νs∆t] = 0

(1− ri∆t)
R2l+1,i−1

R2l+1,i
[W s

2l+1,i −W s
2l+1,i−1 − νs∆t]+

ri∆t
R2l,i−1

R2l+1,i
[W s

2l+1,i −W s
2l,i−1 − νs∆t] = 0

(1 − ri∆t)
R2l+2,i+1

R2l+2,i
[W s

2l+2,i −W s
2l+2,i+1 − νs∆t]+

ri∆t
R2l+1,i+1

R2l+2,i
[W s

2l+2,i −W s
2l+1,i+1 − νs∆t] = 0

Let R2l+1,i = R1,i, R2l+2,i = R2,i, W
s
l,i+1 −W s

l,i = k̄i∆x,
W s

2l+3,i = 2 +W s
2l+1,i and W

s
2l+2,i = 2 +W s

2l,i. Assume

that ri changes slowly with i (fine discretization), mean-
ing k̄i ≈ k̄i+1 and R1,i+1/R1,i ≈ R2,i+1/R2,i ≈ 1, then
one arrives at (we dropped superscript s)

k̄ic+ ri
R2,i−1

R1,i
[W2l+2,i−1 −W2l+1,i]− ν = 0

−k̄ic+ ri
R1,i+1

R2,i
[W2l+3,i+1 −W2l+2,i]− ν = 0

k̄ic+ ri
R2,i−1

R1,i
[W2l+1,i −W2l,i−1]− ν = 0

−k̄ic+ ri
R1,i+1

R2,i
[W2l+2,i −W2l+1,i+1]− ν = 0

k̄ic+ ri
R2,i−1

R1,i
− ν = 0

−k̄ic+ ri
R1,i+1

R2,i
− ν = 0

r2i = ν2 − (k̄ic)
2

Since k̄i changes slowly with i one can use continuous
representation, where k̄(x) = ∂W (x)/∂x and the last
equation becomes

r2(x) + c2(∂W (x)/∂x)2 − ν2 = 0.

Or for S =W (x) − νt

r2(x) + c2(∂S/∂x)2 − (∂S/∂t)2 = 0

the (dimensionless) relativistic Hamilton-Jacobi equation
with mass that is a function of coordinate.

In the derivation it was, again, assumed that ∆x =
c∆t, which can be considered as the property of
the stochastic model. If one, however, assumes that
the stochastic model is a microscopic model of (one-
dimensional) general relativity, then the speed of light is
the universal constant only in local inertial frames of ref-
erence. For small velocities, i.e., small potential Ui ≪ r,
where ri = r + Ui, the relativistic effects are negligible.
In this case ν = r + e, where e ≪ r, and one obtains for
S =W (x) − et

c2(∂S(x)/∂x)2/2r + U(x) + ∂S/∂t = 0

the classical (dimensionless) Hamilton-Jacobi equation.
The dimensionality can be restored by multiplying W
and S by h and replacing hν = E, hr = mc2, k̄h = p.

Illustrative Example 5. Random walk with rate r.

Consider a random walk on the line, where a sys-
tem jumps to the nearby left or right state with rate
r. Coordinate W s

2l+1,i describes movement to the right
or when the system stays in the same state, and W s

2l+2,i
describes movement to the left or when the system stays
in the same state. In other words the optimal coordinate
changes together with the direction. Equations on the
relativistic coordinate are (superscript s is omitted)

r∆t
R2l+1,i+1

R2l+1,i
[W2l+1,i+1 −W2l+1,i − ν∆t] + (1− 2r∆t)×

[−ν∆t] + r∆t
R2l+2,i−1

R2l+1,i
[W2l+2,i−1 −W2l+1,i − ν∆t] = 0

r∆t
R2l,i−1

R2l,i
[W2l,i−1 −W2l,i − ν∆t] + (1− 2r∆t)×

[−ν∆t] + r∆t
R2l+1,i+1

R2l,i
[W2l+1,i+1 −W2l,i − ν∆t] = 0

r∆t
R2l+1,i−1

R2l+1,i
[W2l+1,i −W2l+1,i−1 − ν∆t] + (1− 2r∆t)×

[−ν∆t] + r∆t
R2l,i−1

R2l+1,i
[W2l+1,i −W2l,i−1 − ν∆t] = 0

r∆t
R2l+2,i+1

R2l+2,i
[W2l+2,i −W2l+2,i+1 − ν∆t] + (1− 2r∆t)×

[−ν∆t] + r∆t
R2l+1,i+1

R2l+2,i
[W2l+2,i −W2l+1,i+1 − ν∆t] = 0

Analogous with the above we assume R2l+1,i = R1,
R2l+2,i = R2 and W2l+1,i = w1 + ik̄∆x + 2l + 1 and
W2l+2,i = w2 + (i+ 1)k̄∆x+ 2l+ 2.

rk̄∆x+ rR2/R1[w2 + 1− w1]− ν = 0

−rk̄∆x+ rR1/R2[w1 + 1− w2]− ν = 0

rk̄∆x+ rR2/R1[w1 + 1− w2]− ν = 0

−rk̄∆x+ rR1/R2[w2 + 1− w1]− ν = 0
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Solving, one finds (ν/r)2 = 1+(k̄∆x)2, i.e., the relativis-
tic spectrum of a particle with mass 1, where r and ∆x
define the temporal and spatial scales. Or, analogous
to the above, ν2 = r2 + k̄2c2 if one denotes c = r∆x.
Thus, the obtained results are not a peculiarity of the
telegraphers model.

Discussion

The problem of determining an optimal coordinate
that describes dynamics in general has been considered.
It has been shown that the problem is closely related to
the problem of reconstructing time from a trajectory and
the problem of defining the eigen-modes for stochastic dy-
namics. They are solved by introducing additive eigen-
vectors. The eigenvectors are modified under the action
of a stochastic matrix in a simple way WLP = WL +λ.
Such left and right additive eigenvectors can be used to
reconstruct time from ensembles of trajectories starting
or ending in a set of states, respectively. The symmet-
ric or relativistic coordinate can be introduced. It allows
one to reconstruct time for both ensembles of trajecto-
ries, but only for relatively small time intervals. For the
dynamics with detailed balance the additive eigenvectors
are multi-valued functions. It was shown that it is pos-
sible to establish a correspondence between an additive
eigenvector and an eigenvalue and a conventional eigen-
vector and an eigenvalue of a virtual operator. The vir-
tual operator, however, describes different dynamics in
an extended configuration space. In particular, the vir-
tual operator for a random walk on the line corresponds
to the one-dimensional Dirac equation.
The close relation between the equations describing

stochastic dynamics and that of quantum mechanics is
well known [17, 18]. In particular, analytical continu-
ation, e.g., t → it, is a straightforward way to obtain
the Schrödinger equation from the diffusion equation or
the one-dimensional Dirac equation from the telegraphers
equation [18]. The presented results differ in the fol-
lowing. First, no analytic continuation is performed.
Second, the resulting Dirac equation is a virtual oper-
ator, i.e., it does not describe the actual dynamics, it is
just a mathematical tool to match the eigenvectors and
eigenvalues. Third, the results are valid for generic one-
dimensional random walks, no specific stochastic process
is selected. Interestingly, the l coordinate that explicitly
keeps track of the branches of the multi-valued functions
(or rather its continuous analog) seems analogous to the
action coordinate in the 5 optics of Rumer [19]. In the 5
optics all physical quantities are periodic along the action
coordinate and its period equals the Planck constant (or
1 in dimensionless units).
Equations with detailed balance have no additive

eigenvectors with ν 6= 0 in the space of single valued
functions. In order to obtain solutions with ν 6= 0 we pos-
tulate that additive eigenvectors are multi-valued func-
tions, i.e., we have enlarged the configuration space of

the solutions. In particular, by introducing an additional
variable which explicitly describes the branches of the
multi-valued function. The whole construction may seem
artificial at first. However, it could be viewed as be-
ing analogous to the introduction of complex numbers.
Complex numbers have real and imaginary parts and are
necessary to describe all the solutions of a polynomial
equation just with real coefficients. As illustrated above,
Wi and Ri can be considered as the polar representation
of a complex number.

The purpose of an optimal coordinate being multi-
valued and the difference from the conventional descrip-
tion can be illustrated as follows. Consider a system
that stochastically transits between two states 1 and 2
(illustrative example 2). Let an ensemble of such sys-
tems be initially in state 1. With time some systems
will transit to state 2 and then some of them will return
to state 1. State 1 now contains two sets of systems:
the systems which came back there from state 2 and the
systems which never left state 1. The future dynamics
of the two sets are described by the same set of equa-
tions and, conventionally, one considers them identical
and count them together. However after such mixing,
the information about the past dynamics (which was dif-
ferent) is lost, one can not reconstruct dynamics back in
time. The multi-valuedness (of an optimal coordinate)
is used to distinguish the two sets. The systems which
came back from state 2 now belong to a different branch
and thus the two sets can be distinguished.

The branches of the optimal coordinate can be
straightforwardly computed from the system trajectory
if it is known with sufficiently fine temporal resolution.
That is how it was done in the numerical examples and
how it can be done in a real-life experiment. If an exper-
imental system does not allow the observation of a tra-
jectory with sufficient temporal resolution, then, in prin-
ciple, one may attempt to infer the branches from aux-
iliary variables. For example, the dynamics of a molec-
ular motor or an enzyme might be described by an op-
timal coordinate with ring topology. The auxiliary vari-
ables for such systems could be the position of the motor
along a track or the number of ATP/substrate/product
molecules.

The transition to the next branch of an optimal coordi-
nate when a system returns to a state visited before can
be compared to the phenomenon of the geometric phase,
i.e., the increment of the phase acquired when a quantum
mechanical [20] or stochastic system [21–23] is undergo-
ing adiabatic cyclic evolution in parameter space. In the
case of stochastic systems one considers the dynamics to
be described by the master equation with detailed bal-
ance. The equilibrium net flux between any two states
is therefore zero. If the parameters (rates) of the mas-
ter equation are changing in a periodic manner (while
detailed balance is still satisfied at any time moment) a
system may exhibit a nonzero net flux. If the change is
adiabatic (slow), then the net flux does not depend on the
speed with which the parameters are changed and deter-
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mined only by the trajectory in parameter space. While
the analogy is clear, there are the following differences.
In order to have a non-zero additive eigenvalue we pos-
tulate that the phase increment may happen whenever
the system returns to a previously visited state. The pa-
rameters are kept constant. An optimal coordinate is a
multi-valued function per se, not due to a periodic evo-
lution of parameters. The geometric phase and the net
flux are completely determined by the trajectory in the
parameter space. The equations for the optimal coordi-
nate are more flexible, they just specify that the optimal
coordinate is a multi-valued function, without specifying
the exact details; any solution with non-zero ν can be
used.
The solutions presented in the illustrative examples

represent a subset of all possible solutions for very sim-
ple systems. For example, the equation for the opti-
mal coordinate for a random walk on the line allows
other solutions, e.g., solutions with longer periodicity
Wl+m,i = Wl,i for m > 2, which were not considered.
To fully appreciate the properties of the derived equa-
tions, it is necessary to fully develop the mathematical
formalism similar to the conventional eigenvector decom-
position, which would allow one to obtain all the solutions
of the equations and to answer the following general ques-
tions as the completeness and properties of the basis of
additive eigenvectors, the definition of orthogonality or
a scalar product. The correspondence between the ad-
ditive and multiplicative eigenvectors could be useful as
a guiding principle. Two other generic questions for the
method are obvious. What are the microscopic models
for other relativistic equations of physics and which vir-
tual operators correspond to various stochastic master
equations?
It seems that while the solutions using relativistic or

symmetric optimal coordinate are closer to the conven-
tional physical picture, the solutions using left and right
eigenvectors are more flexible. Consider for example a
random walk in many dimensions. To describe it one can
partition the configuration space and compute a transi-
tion matrix. One can expect that while at very short time
intervals the description by the transition matrix may
deviate from the actual dynamics, it will closely approx-
imate it at longer time intervals, when the fine-grained
structure of the partitioning can be neglected. The par-
titioning can be done in many ways, provided that it is
sufficiently fine-grained. Thus if one can use sufficiently
long time intervals the description of dynamics should be
independent of the chosen partition. In particular, if a
system performs a random walk along the edges of a cu-

bic lattice, one should be able to accurately describe the
dynamics by using any other lattice, i.e., at longer time
intervals the space becomes isotropic. The description
with the relativistic coordinate, however, is exact only
in the limit of ∆t → 0, when the original anisotropy of
space partitioning is evident.

The fact that we were able to derive model relativistic
equations can be explained as follows. The description
of dynamics using Markov state models with the mas-
ter equations is manifestly invariant with respect to the
choice of spatial coordinates, since the states are defined
only by an index. The new method allows one to recon-
struct time, meaning now the temporal coordinate can
also be represented just by an index and the description
becomes invariant with respect to the choice of spatial-
temporal coordinates. Such a description can be used to
describe dynamics of an arbitrary system using an arbi-
trary moving frame of reference in an invariant way. By
observing a systems trajectory, one can reconstruct time.
Having the trajectory as a function of time one can re-
construct the transition probability (or rate) matrix and
thus obtain the complete description of the system dy-
namics. Alternatively, the dynamics can be described by
an optimal coordinate, which can be determined directly
from the averaged matrix (Eqs. 12 or 14). To predict a
future state of the system as a function of time, one can
use an auxiliary system as a clock. Note that the equiva-
lent description which uses two coordinates - the left and
right additive eigenvectors, does not exhibit any explicit
relativistic effects, in particular, ν is independent of k̄.

Since the method is capable of reconstructing time in-
tervals from a trajectory without time stamps, it can be
applied to ”reconstruct time” from inherently timeless
objects.

In conclusion, we have suggested a general method
for the description of stochastic dynamics. The dynam-
ics is described by using optimal coordinates or addi-

tive eigenvectors. While, the mathematical formalism is
not yet developed to completely characterize the solu-
tion space, we believe that we have demonstrated the
self-consistency of the method and its potential.
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