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Abstract—The step of urbanization and modern civilization fosters different functional zones in a city, such as residential areas, business districts, and educational areas. In a metropolis, people commute between these functional zones every day to engage in different socioeconomic activities, e.g., working, shopping, and entertaining. In this paper, we propose a data-driven framework to discover functional zones in a city. Specifically, we introduce the concept of latent activity trajectory (LAT), which captures socioeconomic activities conducted by citizens at different locations in a chronological order. Later, we segment an urban area into disjointed regions according to major roads, such as highways and urban expressways. We have developed a topic-modeling-based approach to cluster the segmented regions into functional zones leveraging mobility and location semantics mined from LAT. Furthermore, we identify the intensity of each functional zone using Kernel Density Estimation. Extensive experiments are conducted with several urban scale datasets to show that the proposed framework offers a powerful ability to capture city dynamics and provides valuable calibrations to urban planners in terms of functional zones.

Index Terms—Functional zones, latent activity trajectories, human mobility, points of interest

1 INTRODUCTION

Modern cities develop with the gestation, formation and maturity of different functional zones. These functional zones provide people with various urban functions to meet their different needs of socioeconomic activities (hereinafter interchangeably referred to as “activities”), e.g., Wall Street is a well-known financial district in New York City, and Silicon Valley is a high-technology business region of the San Francisco Bay Area. These functional zones can either be artificially designed by urban planners (termed as zoning [2]), or naturally formulated according to people’s actual lifestyles. Meanwhile, both the territories and functions of these zones can be reshaped during the evolution of a city. Discovering functional zones is crucial for uncovering the physical and social characters of a city, and can enable a variety of valuable applications, such as tourism recommendation, business site selection, and calibration for urban planning.

The recent proliferation of ubiquitous sensing technologies, intelligent transportation systems, and location-based services increases the availability of human trajectories. For example, in big cities like New York, Munich and Beijing, most taxis are equipped with GPS devices for dispatching and security management. These taxis regularly report their locations to the data center at a certain frequency. Hence, a large number of taxi trajectories are cumulated every day. Another good example is smart cards and integrated ticketing, which are provided by public transit operators in many cities. Customers can swipe the purchased cards to check-in and check-out when using public transport like subways or buses. Examples include London’s Oyster Card, Dublin’s Leap Card, Hong Kong’s Octopus Card, and Beijing’s BMAC Card.

In addition to revealing human mobility, these trajectories imply the socioeconomic activities of people at different locations at different times, since the activities are actually the essential reason that mobilizes people to commute between different places. We term such a trajectory as a latent activity trajectory (LAT), where sequential locations visited by the users are observable while socioeconomic activities implied by the sequence of locations are latent. For instance, a taxi trajectory can be segmented into multiple trips pertaining to different customers, where each customer travels from an origin to a destination for a certain activity, e.g., going to work from home on a weekday morning, or going shopping on a weekend evening.

In this paper, we aim to discover functional zones in urban areas leveraging latent activity trajectories. Typically, a city is naturally partitioned into individual regions by major roads, like expressways and ring roads (refer to the white lines in Fig. 1a). A functional zone is comprised of a number of regions (not necessarily connected) with similar urban functions, where the function of a region is represented by the distribution of socioeconomic activities. For example, Fig. 1a shows the functional zones we have identified in the urban area of Beijing, where different colors indicate different functional zones. Furthermore, we analyze the functionality intensity in different locations of a functional zone.
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For instance, Figs. 1b and 1c show the functionality intensity of developed commercial/entertainment areas and residential areas respectively, where the higher hills suggest a higher intensity.

To identify the function of a region (the unit of a functional zone), we need to take into account two underlying signals from LAT, which reveal the socio-economic activities of citizens, thus reflecting urban functions:

1) **Mobility semantics.** The activities conducted in a region are strongly associated with the spatiotemporal patterns of the people who visit that region. The knowledge that human mobility contributes to reveal the urban function of a region mainly is two fold. One is when people arrive at and leave a region, and the other is where people come from and leave for. Intuitively, in a workday people usually leave a residential area in the morning and return in the evening. The major time when people visit an entertainment area, however, is the evening of workdays or the whole day of non-workdays. Furthermore, different functional zones are correlated in the context of human mobility. For instance, there is a high probability that people reaching an entertainment area are originating from a working area (on a workday) and a residential area (on non-workdays). As a result, two zones are more likely to have similar functions, if people traveling to the two zones come from similar functional zones or leave for similar ones.

2) **Location semantics.** The urban road network is leveraged as a kind of location semantics for segmenting the urban area into regions, since different regions are geo-spatially connected with each other through the road network. Another form of location semantics, the allocation of points of interest (POI), which are typically associated with a coordinate and a category like restaurants or shopping malls, uncovers the potential socioeconomic activities of a region. For example, a region containing a number of universities and schools has a high probability of being an educational area. A region that usually contains a variety of POIs is probably serving multiple socioeconomic activities instead of a single one. Some regions may serve as both business districts and entertainment areas in a city. In addition, the information from POI data cannot differentiate the quality of different venues and reflect the interactions between functional zones. For instance, restaurants are everywhere in a city, but they could denote different functions. Some small restaurants were built just for satisfying local residences’ daily needs, while a few famous restaurants attracting many people might be regarded as a feature location of an entertainment area. As a result, sometimes two regions sharing a similar distribution of POIs could still have different functions.

This paper is an extension of our previous paper [1], in which we presented a topic-modeling-based approach for discovering region functions and intensity of functionality using POIs and human mobility. In this paper, we further offer the following contributions:

- We have introduced the concept of latent activity trajectory, and generalized the problem of identifying functional zones using both location and mobility semantics mined from latent activity trajectories.
- We have developed and detailed a morphological approach to segment a city into individual regions and presented a collaborative-filtering-based approach to learn the location semantics from POI configurations of a region, which outperforms the TF-IDF vectors (as metadata for topic modeling) used in our previous paper based on experimental results.
- We performed exploratory study with extensive experiments using large-scale and real-world datasets with regard to Beijing. In addition to the taxi trajectory data used in our previous work, we utilized public transit records of 1.5 M trips from 0.3 M card holders. The results suggest that the performance of our model is improved by integrating heterogeneous mobility datasets and considering collaborative location semantics of different regions.

### 2 MAP SEGMENTATION

A road network is usually comprised of some major roads like highways and ring roads, which naturally partition a city into regions. For example, as shown in Fig. 2, the red segments denote freeways and city expressways in Beijing, and blue segments represent urban arterial roads. The three kinds of roads are associated with a road level 0, 1, and 2 respectively (in a road network database), forming a natural segmentation of the urban area of Beijing. Intuitively, we consider each
segmented region a basic unit carrying urban functions since POIs often fall inside regions and people perform socioeconomic activities (such as staying home and working) inside regions, which is also the root cause of human mobility.

Typically, in a geographical information system (GIS), there are two models to represent spatial data: a vector-based model and a raster-based model. The vector-based model uses geometric primitives such as points, lines and polygons to represent spatial objects referenced by Cartesian coordinates, while the raster-based model quantizes an area into small discrete grid-cells. Both models have advantages and disadvantages depending on the specific applications. For instance, on one hand, the vector-based method is more powerful for precisely finding the shortest-paths, but requires intensive computation when performing topological analysis, such as map simplification [3], which is proven to be NP-complete [3]. On the other hand, the raster-based model is more computationally efficient and succinct for territorial analysis, but the accuracy is limited by the number of cells used for discretizing road networks.

We display the vector-based road network on a plane by performing map projection [4], which transforms the surface of a shpere (i.e., the Earth) into a 2D plane (we use Mercator projection in our implementation). Then we convert the vector-based road network into the raster model by gridding the projected map.1 Intuitively, each pixel of the projected map image can be regarded as a grid-cell of the raster map. Consequently, the road network is converted to a binary image, e.g., 1 stands for the road segments (termed as foreground) and 0 stands for the blank areas (termed as background).

Fig. 3. Dilation operator.

This section introduces an image processing approach for segmenting the raster-based road network into regions through morphological operators.2

2.1 Dilation

In general, a morphological operator calculates the output image given the input binary image and a structure element, whose size and shape are pre-defined. Dilation is a basic morphological operator. Let \( A \) be a binary image and \( B \) be the structure element, the dilation of \( A \) by \( B \) is defined as:

\[
A \oplus B = \bigcup_{b \in B} A_b,
\]

where \( A_b = \{a + b | a \in A\} \), i.e., the translation of \( A \) by vector \( b \). The dilation operator is commutative.

For any \( p \) in \( A \), after the dilation, \( p = 1 \) iff the intersection between \( A \) and \( B \), centred at \( p \), is not empty.

The purpose of the dilation operation is to remove the unnecessary details for map segmentation, avoiding the small connected areas induced by these unnecessary details such as bridges and lanes. Fig. 3a plots a portion of road network before the dilation operator. As is shown, the small holes between the lanes and viaducts are filled, where we use a \( 3 \times 3 \) matrix with all values set to 1 as the structure element \( B \).

2.2 Thinning

As a consequence of the previous dilation operator, the road segments are turgidly thickened. In this step, we aim to extract the skeleton of the road segments while keeping the topology structure (such as the Euler number) of the original binary image. The thinning operator is performed to remove certain foreground pixels from the input binary image. For a given pixel in the input image, whether it should be removed depends on its neighbouring pixels. For a given pixel \( x \), the neighbouring 4 pixels shown in Fig. 4a are called the 4-neighbours of \( x \). Similarly, the eight neighbouring pixels shown in Fig. 4b are called the 8-neighbours of \( x \). Here, we employ the subfields-based parallel thinning algorithm proposed in [5]. This method first divides the binary image space into two disjointed subfields in a checkboard pattern, then iterations are performed to remove foreground pixels. Each iteration consists of two sub-iterations in these two subfields:

- In the first sub-iteration, we check every pixel \( p \) in the first subfield, delete \( p \) iff Conditions 1, 2 and 3 are all satisfied.
- In the second sub-iteration, we check every pixel \( p \) in the second subfield, delete \( p \) iff Conditions 1, 2 and 4 are all satisfied.

**Condition 1.** \( X_H(p) = 1 \), where

\[
X_H(p) = \sum_{i=1}^{4} b_i,
\]

\[
b_i = \begin{cases} 
1 & \text{if } x_{2i-1} = 0 \text{ and } (x_{2i} = 1 \text{ or } x_{2i+1} = 1), \\
0 & \text{otherwise.}
\end{cases}
\]
connected component labeling.}

**Condition 2.** \(2 \leq \min\{n_1(p), n_2(p)\} \leq 3\), where

\[
\begin{align*}
n_1(p) &= \sum_{k=1}^{4} x_{2k-1} \lor x_{2k}, \\
n_2(p) &= \sum_{k=1}^{4} x_{2k} \lor x_{2k+1}.
\end{align*}
\]

**Condition 3.** \((x_2 \lor x_3 \lor \pi_5) \land x_1 = 0\)

**Condition 4.** \((x_0 \lor x_7 \lor \pi_4) \land x_5 = 0\).

The above conditions ensure that the connectivity of the pixels is preserved when a certain pixel is deleted. Note that in this operation, connectivity paradox may be induced if we keep the same type of connectivity (4-connected or 8-connected) for both the foreground and the background [6]. Since it is desired for the road segments (foreground) to have unit width, typically, we preserve the 8-connectivity of the foreground (i.e., the 8-connectivity does not change before and after the thinning process for the road segments) and the 4-connectivity of the background [7]. Figs. 5a and Fig. 5b are the results after seven iterations and until convergence (no pixel will be deleted any more) respectively.

### 2.3 Connected Component Labeling

The **connected component labeling** operation finds the connected 0 pixels (the blank area) in the binary image, after the thinning operation. We call the sequence \(y_1, y_2, \ldots, y_n\) an 8-path (4-path), if \(\forall i = 1, 2, \ldots, n - 1, y_{i+1}\) is an 8-neighbour (4-neighbour) of \(y_i\). We say a region \(Q\) in a binary image is 8-connected (4-connected) iff all the pixels in \(Q\) have the same value and for any two pixels in \(Q\), there exists an 8-path (4-path) connecting the two pixels. There exist many algorithms for connected component labeling. Here, we apply the classical two-pass algorithm introduced in [8] to the binary image 5b, and obtain the segmented regions as shown in Fig. 6a. Fig. 6b presents the result for Beijing’s entire road network. We note that the computational complexity of all the morphological operations in the map segmentation method is linear in terms of number of pixels.

### 3 Discovery of Activities in a Region

In this section, we infer the distribution of activities in each region unit using a topic-model-based method.

![Fig. 5. Thinning operator.](image1)

![Fig. 6. Segmented regions after connected component labeling.](image2)
frequency-inverse document frequency (TF-IDF) to measure the importance of a POI in a region. Specifically, for a given region \( r_i \), we formulate a POI vector, \( f_i = (v_{i1}, v_{i2}, \ldots, v_{iC}) \) where \( v_{ij} \) is the TF-IDF value of the \( j \)th POI category and \( C \) is the number of POI categories. The TF-IDF value \( v_{ij} \) is given by:

\[
v_{ij} = \frac{n_j}{N_i} \times \log \frac{R}{\|r_i\| \|\text{the } j\text{-th POI category } r_j\|}
\]

where \( n_j \) is the number of POIs belonging to the \( j \)th category and \( N_i \) is the number of POIs located in region \( r_i \). The idf term is calculated by computing the quotient of the number of regions \( R \) divided by the number of regions which have the \( j \)th POI category, and taking the logarithm of that quotient.

However, the TF-IDF vector is still not a good representation of a region’s location semantics, which mainly suffers from the following limitations: 1) Missing values. There might exist some POIs in a region, which are not in the current POI database, while featuring the location semantics of that region. 2) Latent structure. The frequency of POI is not an intrinsic representation of the latent structure of the POI configuration for each region [9], thus it is not suitable for measuring the similarity of location semantics between regions.

Motivated by the collaborative filtering techniques in recommender systems [10], we employ the singular value decomposition (SVD) method to obtain the latent semantics of each region in terms of POI configuration, which inherently tackles the above limitations. Specifically, let \( F = (f_1, f_2, \ldots, f_R)^T \), be the matrix containing the TF-IDF vectors for all regions, with dimension \( R \times C \). As is shown in Fig. 7, \( F \) is a sparse matrix, since for many regions, there may be no certain categories of POIs. We employ SVD to decompose \( F \) by

\[
F = U \Sigma V^T,
\]

where \( U \) and \( V \) are orthogonal matrices with dimension \( R \times R \) and \( C \times C \) respectively, and \( \Sigma \) is a diagonal matrix with singular values of \( F \). Then we can approximate \( F \) with \( \hat{F} = U_l \Sigma_l V_l^T \), where \( \Sigma_l \) is a \( l \times l \) low rank matrix containing only the largest \( l \) singular values of \( \Sigma \), and \( U_l, V_l \) are the reduced matrices with corresponding \( l \) columns and \( C \) rows, respectively. Now, the location semantics space is represented by the \( R \times l \) matrix \( U_l = (x_1, x_2, \ldots, x_R)^T \), where row \( x_i = (x_{i1}, x_{i2}, \ldots, x_{il}) \) is termed as the collaborative POI feature vector for region \( r_i \). This representation can be regarded as the coordinates of each region in the location semantics space.

As a result, the collaborative POI feature vectors \( x_1, x_2, \ldots, x_R \) are incorporated as metadata in our model introduced below.

### 3.3 Topic Modeling

In text mining, probabilistic topic models have been successfully used for extracting the hidden semantic structure in large archives of documents [11]. In this model, each document of a corpus exhibits multiple topics and each word of a document supports a certain topic. Given all the words of each document in a corpus as observations, a topic model is trained to infer the hidden semantic structure behind the observations.

The problem of identifying the latent activities in a region can be analogized to the problem of discovering the latent topics of a document. As shown in Table 1, we regard a region as a document and an activity as a topic. In other words, a region having multiple activities is just like a document containing a variety of topics. Meanwhile, we deem the mobility patterns (representing mobility semantics) associated with a region as words and collaborative POI feature vectors (representing location semantics) as metadata of a document. Since a functional zone is characterized by its agglomeration of activities, its intraregional transport infrastructure, mobility of people, and inputs are within its interaction borders [12].

Fig. 8 further details the analogy using an example. In our method, given the mobility dataset, we build the arriving and leaving cuboids respectively according to Definition 3. For a specific region \( r_i \), the mobility patterns associated with \( r_i \) are counted by \( C_{L}(1:R, i, 1:T) \) and \( C_{L}(i, 1:R, 1:T) \), which are two “slices” extracted from the arriving cuboid and the leaving cuboid (termed as arriving matrix and leaving matrix respectively). The right part of Fig. 8 shows a “document” we compose for region \( r_i \), where a cell (in the matrices) represents a specific mobility pattern and the numbers in the cell denote the occurrences of the pattern. For example, in the right most column of the arriving matrix, the cell containing “5” means on average the mobility that went to \( r_i \) from \( r_j \) in time bin \( t_k \) occurred 5 times per day.

Latent dirichlet allocation (LDA) is a generative model that includes hidden variables. The intuition behind this model is that documents are represented as random mixtures over latent topics, where each topic is characterized by a distribution over words [13]. Let \( \alpha \) and \( \eta \) be the prior parameters for the Dirichlet document-topic distribution and topic-word distribution respectively. Assume there are \( K \) topics and \( \beta \) is a \( K \times M \) matrix where \( M \) is the number of words in the vocabulary (all the words in the corpus \( D \)). Each \( p_{k} \) is a distribution over the vocabulary. The topic proportions for the \( d \)th document are \( \theta_{d} \), where \( \theta_{d,k} \) is the topic proportion for the \( k \)th word in the \( d \)th document.
proportion for topic $k$ in the $d$th document. The topic assignments for the $d$th document are $z_d$, where $z_{dn}$ is the topic assignment for the $n$th word in the $d$th document. Finally, the observed words for document $d$ are $w_d$, where $w_{dn}$ is the $n$th word in document $d$, which is an element from the fixed vocabulary.

Using the above notations, the generative process can be described as follows:

1) For each topic $k$, draw $\beta_k \sim \text{Dir}(\eta)$.

2) Given the $d$th document $d$ in corpus $D$, draw $\theta_d \sim \text{Dir}(\alpha)$.

3) For the $n$th word in the $d$th document $w_{dn}$,
   a) draw $z_{dn} \sim \text{Mult}(\theta_d)$;
   b) draw $w_{dn} \sim \text{Mult}(\beta_{z_{dn}})$.

Here, $\text{Dir}(\cdot)$ is the Dirichlet distribution and $\text{Mult}(\cdot)$ is the multinomial distribution. The central problem of topic modeling is to estimate the posterior distribution $P(\theta, z, \beta | w, \alpha, \eta)$, which can be accomplished by different approaches, such as Gibbs sampling and variational inference [13].

Using the basic LDA model, region topics can be discovered using mobility patterns. However, as stated in Section 1, the region topics (i.e., activities) are products of both mobility semantics and location semantics. In order to combine the information from both of them, we utilize a more advanced topic model based on LDA and Dirichlet Multinomial Regression (DMR) [14].

Specifically, we incorporated the learned collaborative POI feature vectors (introduced in Section 3.2) into our model. The collaborative POI feature vector of $r_i$ is denoted by $x_i = (x_{i1}, x_{i2}, \ldots, x_{il}, 1)$ where the last “1” is a default feature (as shown in Fig. 8 for region $r_1$) to account for the mean value of each topic, as explained in [14]. This vector is regarded as the metadata of each region, which is an analogue of the observed features such as author/email/institution of a document. Such information is used as a prior knowledge to generate the “topics” of a document.

The DMR-based topic model (for simplicity, DMR in the rest of the paper) takes into account the influence of the observable metadata in a document by using a flexible framework, which supports arbitrary features [14]. Compared to other models designed for specific data such as Author-Topic model and Topic-Over-Time model (a member in the supervised-LDA family of topic models), DMR achieves similar or improved performance while is more computationally efficient and succinct in implementation [14].

As presented in Fig. 9, the generative process of the DMR model is:

1) For each activity $k$,

\[\sigma^2 \quad \lambda_k \quad a_k \quad \theta_j \quad z_{ijn} \quad m_{ijn} \quad \varphi_k \quad \beta\]

\[x_j \quad \theta_j \quad z_{ijn} \quad m_{ijn} \quad \varphi_k \quad \beta\]

\[x_j \quad \theta_j \quad z_{ijn} \quad m_{ijn} \quad \varphi_k \quad \beta\]
a) draw \( \lambda_k \sim \mathcal{N}(0, \sigma^2 I) \);

b) draw \( \beta_k \sim \text{Dir}(\eta) \).

2) Given the \( i \)th region \( r_i \),
   a) for each activity \( k \), let \( \alpha_{i,k} = \exp(\mathbf{x}_i^T \lambda_k) \);
   b) draw \( \theta_i \sim \text{Dir}(\alpha_i) \);
   c) for the \( n \)th mobility pattern in the \( i \)th region \( m_{i,n} \),
      i) draw \( z_{i,n} \sim \text{Mult}(\theta_i) \);
      ii) draw \( m_{i,n} \sim \text{Mult}(\beta_{i,n}) \).

Here, \( \mathcal{N} \) is the Gaussian distribution with \( \sigma \) as a hyper parameter, and \( \lambda_k \) is a vector with the same length as the collaborative POI feature vector. The \( n \)th observed mobility pattern of region \( r_i \) is denoted as \( m_{i,n} \). Other notations are similar to the previous LDA model. In our implementation, the parameters of this model are trained using Gibbs sampling following the method provided in [14].

Unlike the basic LDA model, here, the Dirichlet prior \( \alpha \) is now specified to individual regions \( \alpha_i \) based on the observed collaborative POI feature vector of each region, i.e., \( \alpha_{i,k} = \exp(\mathbf{x}_i^T \lambda_k) \). Therefore, for different combinations of POI category distributions, the resulting \( \alpha \) values are distinct. Thus the activity distributions extracted from the data are induced by both the collaborative POI features and mobility patterns. As a result, by applying DMR, given the mobility patterns and collaborative POI feature vectors, we obtain the activity assignment for each region and the mobility pattern distribution of each activity.

4 TERRITORY IDENTIFICATION

4.1 Region Aggregation

This step aggregates similar regions in terms of activity (topic) distributions by performing a clustering algorithm. Regions from the same cluster have similar functions, and different clusters represent different functions. For region \( r_i \), after parameter estimations based on the DMR model, the topic distribution is a \( K \) dimensional vector \( \theta_i = (\theta_{i,1}, \theta_{i,2}, \ldots, \theta_{i,K}) \), where \( \theta_{i,k} \) is the proportion of topic \( k \) for region \( r_i \). We perform the \( K \)-means clustering method on the \( K \)-dimensional points \( \theta_i, i \in 1, 2, \ldots, R \). The number of clusters can be predefined according to the needs of an application or determined using the average silhouette value as the criterion [15]. The silhouette value of a point \( i \) in the dataset, denoted by \( s(i) \) is in the range of \([-1, 1]\), where \( s(i) \) close to 1 means that the point is appropriately clustered and very distant from its neighboring clusters; \( s(i) \) close to 0 indicates that the point is not distinctly in one cluster or another; \( s(i) \) close to -1 means the point is probably assigned to the wrong cluster. The average silhouette value of a cluster measures how tightly the data in this cluster is grouped, and the average silhouette of the entire dataset reflects how appropriately all the data has been clustered. In practice, we perform cross validation on the dataset for different \( K \) multiple times and choose an appropriate \( K \) with the maximum overall silhouette value. Consequently, we aggregate the regions into \( K \) clusters, each of which is termed as a functional zone.

4.2 Functionality Intensity Estimation

On one hand, the functionality of a functional zone is generally not uniformly distributed within the entire region. On the other hand, sometimes, the core functional area may span multiple regions and may have an irregular shape, e.g., a hot shopping street crossing several regions. In order to reveal the degree of functionality and glean the essential territory of a functional zone, we estimate the functionality intensity for each aggregated functional zone (a cluster of regions).

Intuitively, the number of visits implicitly reflects the popularity of a certain functional zone. In other words, people’s mobility patterns imply the functionality intensity. As a result, we feed the origin and destination of each mobility (represented by latitude and longitude) into a Kernel Density Estimation (KDE) model to infer the functionality intensity in a functional zone. Note that the real place that an individual visited may not be the destination that we can obtain from a mobility dataset. For example, the drop-off points of taxi trajectories may not be people’s final destinations like a shopping mall. However, the pick-up/drop-off points should not be too far from the really-visited locations according to commonsense knowledge. The farther distance a location to the drop-off point, the lower probability that people would visit the location.

Given \( n \) points \( x_1, x_2, \ldots, x_n \) located in a 2D spatial space, we estimate the intensity at location \( s \) using a kernel density estimator, defined as:

\[
\lambda(s) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{nr^2} K\left( \frac{d_{i,s}}{b} \right),
\]

where \( d_{i,s} \) is the distance from \( x_i \) to \( s \), \( b \) is the bandwidth and \( K(\cdot) \) is the kernel function whose value decays with the increasing of \( d_{i,s} \) such as the Gaussian function, Quartic function, Conic and negative exponential. The choice of the bandwidth usually determines the smoothness of the estimated density—a large \( b \) achieves smoother estimation while a small \( b \) reveals more detailed peaks and valleys. In our case, we choose the Gaussian function as the kernel function, i.e.,

\[
K\left( \frac{d_{i,s}}{b} \right) = \frac{1}{\sqrt{2\pi}} \exp\left( -\frac{d_{i,s}^2}{2b^2} \right),
\]

and the bandwidth \( b \) is determined according to MISE criterion [16].

4.3 Region Annotation

In this step, given the results we have obtained, we try to annotate each cluster of regions with some semantic terms, which can contribute to the understanding of its real functions. Note that region annotation is a very challenging problem in both traditional urban planning and document processing. Essentially, the issue is the visualization of the topic model, which is listed as a future direction of topic modeling in the recent survey paper by Blei [11]. A compromised method used thus far is to utilize the most frequent words in a discovered topic to annotate a document. But in our case, listing the frequent mobility patterns (analogue to words) is far from enough to name a functional zone.

In our method, we annotate a functional zone by considering the following four aspects: 1) The POI configuration in a functional zone. We compute an average POI density vector across the regions in functional zone, where the density \( \rho_j \) of the \( j \)th POI category in region \( r_i \) is calculated by:
TABLE 3
Statistics of Taxi and Public Transit Trips and Road Networks

<table>
<thead>
<tr>
<th></th>
<th>Taxi</th>
<th>PTC</th>
<th>Road</th>
</tr>
</thead>
<tbody>
<tr>
<td>#trips</td>
<td>8,202,012</td>
<td>1,503,101</td>
<td>162,246</td>
</tr>
<tr>
<td>#occupied trips</td>
<td>13,597</td>
<td>328,669</td>
<td>295,720</td>
</tr>
<tr>
<td>#effective days</td>
<td>92</td>
<td>255</td>
<td>17.1%</td>
</tr>
<tr>
<td>average trip duration (min)</td>
<td>16.1</td>
<td>169</td>
<td>554</td>
</tr>
<tr>
<td>average trip distance (km)</td>
<td>7.47</td>
<td>1.5</td>
<td>3,244,901</td>
</tr>
<tr>
<td>average sampling interval (sec)</td>
<td>70.45</td>
<td>0.124</td>
<td></td>
</tr>
</tbody>
</table>

\[ \rho_j = \frac{\text{Number of POIs of the jth POI category}}{\text{Area of region } r_i (\text{measured by grid – cells})}. \]

According to density value of each POI category in the calculated POI density vector, we rank POI categories in a functional zone (termed as internal ranking) and rank all functional zones for each POI category (referred to as the external ranking). We will give an example in the experiment as shown in Table 5. 2) The most frequent mobility patterns of each functional zone. 3) The functionality intensity. We study the representative POIs located in each functionality kernel, e.g., a function region could be an educational area if its kernel is full of universities and schools. 4) The human-labeled regions. People may know the functions of a few well-known regions, e.g., the region contains the Forbidden City is an area of historic interests. After clustering, the human labeled regions will help us understand other regions in a cluster. Refer to the experiments for the detailed results and analysis.

5 EXPERIMENTS
5.1 Settings
5.1.1 Datasets
We use the following datasets for the evaluation:
1) Data representing location semantics.
   - Points of interest. The Beijing POI dataset covers 328,669 POIs from the year 2011, where each POI is associated with the information of its latitude, longitude and the category (see Table 2 for a complete list of categories).
   - Road networks. The road network of Beijing is used to segment the urban area into regions, with statistics shown in Table 3.
2) Data representing mobility semantics.
   - Taxi trajectories. We used a GPS trajectory dataset generated by Beijing taxis in the year 2011, with the statistics shown in Table 3. We only chose occupied trips (identified by the information of a taxi meter) from the data, and accordingly segmented the trajectories to individual transitions (refer to Definition 1). It is worth noticing that there are over 30 cities in the world with over 10,000 taxicabs, and Beijing has over 67,000 taxis. The taxi trips represent a significant portion of people’s urban mobility. According report by the Beijing Transportation Bureau, taxi trips occupy over 12 percent of traffic flows on road surfaces[17].
   - Public transit data. This dataset logs the transactions of public transit including buses and subways in 2011. By pre-processing the transactions, we obtained a total of 1.5 M trips (after removing the trips that have no information of origins and destinations), which is complementary to the taxi trips for representing urban mobility.

5.1.2 Platforms and Baselines
We implement our method on a 64-bit server with a Quad-Core 2.67 G CPU and 16 GB RAM. We train our model with 10 topics for 1,000 iterations, and optimize the parameters every 50 iterations. For k-means clustering, we incorporate the average silhouette value to determine the k and use the average results based on a five-fold cross-validation. The efficiency (on average) is presented in Table 4.

<table>
<thead>
<tr>
<th>operation</th>
<th>time(min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>map segmentation</td>
<td>0.325</td>
</tr>
<tr>
<td>building transition cuboids</td>
<td>41.3</td>
</tr>
<tr>
<td>learning location semantics using SVD</td>
<td>2.127</td>
</tr>
<tr>
<td>estimating topic model (1,000 iterations)</td>
<td>1.372</td>
</tr>
<tr>
<td>region aggregation</td>
<td>0.124</td>
</tr>
<tr>
<td>total</td>
<td>1394</td>
</tr>
</tbody>
</table>

We compare our method with several baselines:
1) TF-IDF-based Methods, which include two approaches: 1) using POI distribution as feature vectors and 2) using collaborative POI feature vectors (introduced in Section 3.2). A k-means clustering is employed to cluster the regions into k functional zones based on their POI feature vectors.
2) LDA-based Topic Model, which uses only the mobility semantics. Similar to our analogy from regions to documents, this method feeds the mobility patterns (the analogue to words) into an LDA model. Later, we perform a k-means clustering, similar to the method we used when grouping all regions based on their topic distributions learned from LDA. The parameters such as number of iterations, number of topics are set in accordance with the DMR-based method. As the number of POI categories usually has the same scale as the topics, applying the LDA model solely to POIs (as words) will not reduce the dimension of words.

We carried out the following studies to evaluate the effectiveness of our framework (though it is very difficult).
1) We invited 12 local people (who have been in Beijing for over six years) and asked them to label two representative
TABLE 5
Overall POI Density Vector and Ranking of Functional Zones

<table>
<thead>
<tr>
<th>POI</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CarServ</td>
<td>0.025</td>
<td>0.140</td>
<td>0.063</td>
<td>0.206</td>
<td>0.045</td>
</tr>
<tr>
<td>Car Rae</td>
<td>0.056</td>
<td>0.218</td>
<td>0.085</td>
<td>0.252</td>
<td>0.026</td>
</tr>
<tr>
<td>Car Nepa</td>
<td>0.014</td>
<td>0.288</td>
<td>0.017</td>
<td>0.259</td>
<td>0.048</td>
</tr>
<tr>
<td>KFC</td>
<td>0.009</td>
<td>0.294</td>
<td>0.008</td>
<td>0.234</td>
<td>0.022</td>
</tr>
<tr>
<td>Canteen</td>
<td>0.013</td>
<td>0.291</td>
<td>0.001</td>
<td>0.203</td>
<td>0.001</td>
</tr>
<tr>
<td>Hotel</td>
<td>0.018</td>
<td>0.284</td>
<td>0.012</td>
<td>0.218</td>
<td>0.014</td>
</tr>
<tr>
<td>Office</td>
<td>0.017</td>
<td>0.280</td>
<td>0.010</td>
<td>0.214</td>
<td>0.012</td>
</tr>
<tr>
<td>Shop</td>
<td>0.023</td>
<td>0.289</td>
<td>0.013</td>
<td>0.216</td>
<td>0.016</td>
</tr>
<tr>
<td>Mall</td>
<td>0.044</td>
<td>0.290</td>
<td>0.013</td>
<td>0.220</td>
<td>0.015</td>
</tr>
<tr>
<td>Theater</td>
<td>0.023</td>
<td>0.289</td>
<td>0.013</td>
<td>0.216</td>
<td>0.016</td>
</tr>
</tbody>
</table>

FD: frequency density, IR: internal ranking.

regions for each kind of function (in total 24 labeled regions). We checked whether the regions having the same labels are assigned into the same functional zone and whether the regions with different labels are improperly clustered into one functional zone. 2) We matched our results against the land use planning of Beijing.

Compared to our experiments in [1], we further conducted the following experiments to examine the proposed DMR-based method:

- We compared the performance when using different TF-IDF-based feature vectors (i.e., non-collaborative TF-IDF feature vector/collaborative POI feature vector).
- We investigated whether the public transit data can further improve the performance of the proposed framework by comparing the results using solely the taxi data against using the combined data.

5.2 Results

5.2.1 Discovered Functional Zones

Fig. 10 shows the aggregated functional zones discovered by different methods, with different colors indicating different functions. Note that in different figures, the same color may stand for different functions. As a result, TF-IDF-based methods forms seven clusters ($c_0$-$c_6$) while LDA-based methods and DMR-based methods form nine functional zones.

The TF-IDF-based methods considering only the location semantics perform the worst compared with other approaches. For example, as shown in Fig. 10a, region $B$ is a university, which should be clustered with region $A$ (another university) and region $D$ (a high school). Meanwhile, region $F$ (the Forbidden City) is not distinguished from other commercial areas like region $E$ (Xidan). Another example is the Wangjing area ($C$), which is an emerging residential area with some companies and many living services, like apartments, shopping malls and restaurants. Unfortunately, the TF-IDF method improperly divides this area into many small functional zones as this method only considers POI distributions. The TF-IDF method using collaborative feature vectors tends to smoothen the distribution of POIs, thus merging a large portion of regions into one cluster. However, it still suffers from only considering location semantics, e.g., as shown in Fig. 10b, region $A$ is the university campus, while region $B$ is a developed commercial area, which should not be clustered together with $A$, although some universities lie in region $B$.

Basically, the LDA-based method and DMR-based method have a similar output of functional zones. However, there still exist several exemplary regions where using both mobility and location semantics (DMR-based) outperforms using only mobility semantics (LDA-based) obviously. For example, region $F$ in Fig. 10c is a developing commercial/entertainment area in the Wangjing area. But LDA aggregates it with the Forbidden City (Region $E$ in Fig. 10a), which is a region of historical interests; Area $B$ (China Agricultural University) and Area $D$ (Tsinghua University) are typical science and education areas where LDA fails to correctly cluster them together; Area $A$ around Sanlitun is a well-known diplomatic district of Beijing, which is mixed with a developing commercial area $C$. The LDA-based method only using mobility semantics overlooks the location semantics implied by the POIs, thereby drops behind the DMR-based method (shown in Fig. 10d).

Fig. 10e presents the identified functional zones using DMR combing both the taxi trips and public transit data. Compared with solely using the taxi data (shown in Fig. 10d), some previous sparse regions, such as region $D$ in Fig. 10d (where the taxi trajectories are not sufficient to train the model), can now be identified. In addition, some misidentified functional regions are further corrected by incorporating diverse types of human mobility data. For example, region $E$ in Fig. 10d is an emerging commercial/entertainment area in the Wangjing area. But LDA aggregates it with the Forbidden City (Region $E$ in Fig. 10a), which is a region of historical interests; Area $B$ (China Agricultural University) and Area $D$ (Tsinghua University) are typical science and education areas where LDA fails to correctly cluster them together; Area $A$ around Sanlitun is a well-known diplomatic district of Beijing, which is mixed with a developing commercial area $C$. The LDA-based method only using mobility semantics overlooked the location semantics implied by the POIs, thereby drops behind the DMR-based method (shown in Fig. 10d).

Overall, the method combing location semantics and mobility semantics (including both taxi trajectories and public transit data) outperforms other approaches in terms of the accordance with the labeled functional regions.

4. Note that if we solely use the public transit data as mobility semantics, many regions will be identified as "sparse" regions due to the insufficiency (only 1/5 of the taxi trips on average for each region) for learning the model.
5.2.2 Annotation of Functional Zones

Table 5 shows the average POI density vector of each region cluster (c0-c8, remember that DMR-based method generated nine clusters) and the corresponding internal and external rankings, where the external rank is represented by the depth of the color (1 darkest, 4 lightest). Clearly, clusters (functional zones) c0, c2, c5, c6, c7, and c8 are more mature and more developed areas as compared to other clusters, since they have more high ranked POI categories, which are annotated as follows:

Diplomatic/Embassy Areas [c0]. The most characteristic POI categories in this functional zone are the international restaurants, pubs/bars, theaters, cafés and tea bars, with a significantly higher frequency density than other functional zones. Most embassies are located in these areas, which are well configured for the diplomatic function, e.g., they have the second highest external rank of residential buildings, hospitals, bank and insurance services.

Science/Education/Technology Areas [c2]. This functional zone contains the maximum number of science and education POIs (e.g., Tsinghua university and Beijing university), banks and corporate business POIs. In addition, the biggest electronic market in China, called “ZhongguanCun”, known as the Silicon Valley in China, is located in this functional zone.

Developed residential areas [c6]. This functional zone is clearly a mature residential area with the most residential buildings, hospitals, hotels, and convenience stores. Within this functional zone, an adequate number of services supports the people’s living, such as the restaurants, shopping malls, banking services, schools, and sports centers.

Emerging residential areas [c7]. The areas within this functional zone are mostly residential building built before the year 1995 or even more anciently, where the old streets are known as “hutongs”. The POI configuration shows that this type of zone is less developed than both c6 and c8.

Developed commercial/entertainment areas [c5]. This is a typical entertainment and commercial zone containing several mature business circles in Beijing, such as the Xidan business circle,5 Financial Street,6 and Gongzhufen business circle.7

Emerging commercial/entertainment areas [c1]. The POI configuration (the internal rank) of this cluster is similar to cluster c5, but in terms of the absolute quantity, c1 is less than c5. A certain number of shopping malls, restaurants and banking services feature this cluster as a developing commercial/business/entertainment functional zone (either of them is possible). In the meantime, the functionality intensity provides another corroboration for this annotation. As

---

depicted in Fig. 17a, the core of this functional zone is the new CBD of Beijing.

Figs. 11 and 12 show the arriving/leaving transitions matrix of $c_0$ and $c_2$ during weekdays and weekends respectively, where the x-axes are time of day (by hour) and y-axes are the functional zones that people come from and leave for. Both $c_0$ and $c_2$ can generally be considered the working areas, since trends reveal for both of them that people come at the morning peak time (8-9 am) and leave in the early evening (5-6 pm). The results also indicate that $c_0$, $c_7$, and $c_8$ are residential areas since most people come to $c_0$ and $c_2$ in the morning are originated from these zones (Figs. 11a and 11c).

Figs. 13 and 14 show transition matrices of $c_1$ and $c_5$ on weekdays and weekends. It's clear that on weekdays, most people reach and leave these areas after work (5 pm-6 pm), while during weekends, people (mostly from the residential areas such as $c_6$ and $c_8$) come to and leave for these zones throughout the day, which is a typical pattern of the commercial area. Another signal showing the commercial function of $c_5$ is that people go to $c_5$ more often on weekends (as shown in Figs. 12b and 14).

With regard to the other identified functional zones, since the frequency densities of POIs are much lower than the above functional zones, we identify their semantic functions with more consideration of functionality intensity and frequent mobility patterns derived for each functional zone in addition to the POI configurations.

Historical interests/parks [$c_4$]. If we only consider the POI configuration, the characteristic of this cluster does not reveal obviously. However, by considering the functionality intensity estimated by mobility patterns, we find that they are places of historic interests in Beijing. As shown in Fig. 17b, famous historical sites like the Forbidden City and the Temple of Heaven are located in these areas. In addition, some parks like the Purple Bamboo Park, Happy Valley, and Wangxinghu Park are also successfully clustered into this functional zone.

Nature areas [$c_3$]. These areas have the fewest POIs in most POI categories. Actually, a lot of forests and mountains cover this cluster, e.g., the Xishan Forest Park, Century Forest Park, and Baiwang Moutain.

Figs. 15 and 16 show that people come to $c_3$ following similar temporal patterns as $c_4$, but the diversity and quantity are reasonably weaker than $c_4$, since many POIs in $c_4$ are very famous scenic spots. In addition, people travel to $c_3$ and $c_4$ more often on weekends, which coincides with expected tendencies at that time.

5.2.3 Calibration for Urban Planning

The discovered functional zones provide calibration and reference for urban planning. For example, Fig. 18 presents the comparison between governmental land use planning (2002-2010) and the results of our method in 2011. This area forms an emerging residential area as planned by the government, while some small regions become developing commercial areas, such as $A$, $B$ and $C$ after two years’ development.

6 RELATED WORK

6.1 Urban Computing with Taxicabs

In recent decades, urban computing has emerged as a concept where every sensor, device, person, vehicle, building, and street in urban areas can be used as a component to probe city dynamics and further enable a city-wide computing for serving people and their cities. The increasing availability of GPS-embedded taxicabs provides us with an unprecedented wealth to understand human mobility in a city, thereby enabling a variety of novel urban computing research recently. For example, [18] and [17] studied the strategies for improving taxi drivers’ income by analyzing the pick-up and drop-off behavior of taxicabs in different locations. Yuan et al. [19] aimed to find the fastest practical driving route to a destination according to a large number of taxi trajectories.

The work presented in this paper is also a step towards urban computing, but unlike the above-mentioned research, we focus on the discovery of functional zones in a city, which we have never seen before in this research theme.

6.2 Map Segmentation

Grid-based map segmentation is extensively used in geospatial-related analysis. Krumm and Horvitz [21] provided a method for predicting drivers’ destination by mapping past trips into grid-cells and learning the destination probabilities with respect to each cell. Powell et al. [22] proposed an approach to suggest maximum profit grid for taxi drivers by constructing a spatio-temporal profitability map with a grid-based segmentation, where the probabilities are calculated using historical data. Compared with a grid-based segmentation, our solution, which considers high-level roads as the boundary, is more natural for studying the human mobility on a map, as described in Section 1.

Gonzalez et al. [23] proposed a novel road network partition approach based on road hierarchy. Specifically, road networks are first divided into areas by high level roads, then the partition process is recursively performed for each area. The partition process is implemented by finding the strongly connected components after the removal of the intersection nodes connected to high level roads as well as the terminals of high level road segments themselves. Fig. 19b presents the results of this approach for a portion of the Beijing road network. However, this method does not work in our scenario since 1) our desired region is bound by high level road segments and may contain several strongly connected components, and 2) we aim to segment the whole area instead of just the road nodes into regions, i.e., we need a mapping from any locations represented by latitudes and longitudes (within the bounding box of the road network) to the region IDs.

Morphology operators are widely used in geographical information systems as well as image processing. Saradjian and Amini [24] employed mathematical morphology for map simplification from remote sensing images by extracting skeletons from the image and converting the structure into vectors. Similar works are presented in [25], [26] and [27]. Different from the above methods which are based on remote sensing images, we aim to segment the urban area represented by vector-based model into regions, instead of simplifying the map or extracting structures from the map. Fig. 19c plots the result using the proposed morphological-based algorithm, as compared to the grid-based method and hierarchy-based method with respect to the same area of Beijing.

6.3 Discovery of Functional Zones

Functional zones [28] have been studied in traditional fields of GIS and urban planning for years, as their discovery can benefit policy making, resource allocation, and related
research. As early as 1970, [29] provided a case study on functional regions within Central London using surveyed data of taxi flows collected in 1962, which is part of the London Traffic Survey. Karlsson [12] gave a good survey on related works which are mainly based on clustering algorithms. Some algorithms classify regions in urban area based on remote-sensing data, as thoroughly compared in [30]. Other network-based clustering algorithms (e.g., spectral clustering), however, employed interaction data, such as economic transactions, communication records [31] and people’s movement between regions. In [31], the authors exploited telecommunication data to partition the Great Britain into regions. They first rasterized the map into pixels, then built a transition matrix using telecommunication data with respect to each partitioned pixel, which can be regarded as the adjacent matrix of a graph. The technique used for partitioning the map is the spectral method based on modularity, which is usually utilized in community detection. As a result, the detected boundaries coincided well with either the official administrative boundaries of these regions, or results from existing literatures.

As the capital of China, Beijing has experienced profound changes especially during the past two decades. Gauhaitz [32] presented a historical review of urban planning in Beijing, with a focus on the period during 1979-1995, where they indicated that the “new urban-planning ideas, complex landuse and transportation patterns” are blended by the evolving form. The work reported in this paper, however, focuses on contemporary Beijing and potentially enables calibration for urban planners in the near future.

Recently, a series of work has aimed to study the geographic distribution of some topic in terms of user-generated social media [33], [34]. For example, [35] studied the distributions of some geographical topics (like the beach, hiking, and sunsets) in the USA using geo-tagged photos acquired from Flickr. Pozdnoukhov and Kaiser [36] explored the space-time structure of topical content from numerous geo-tweets. The social media generated in a geo-region is still used as static features to feature a region. Meanwhile, a few works have reported that human mobility can describe the functions of regions. For instance, Qi et al. [37] observed that the getting on/off amount of taxi passengers in a region can depict the social activity dynamics in the region.

Our work is different from the research mentioned above in the following aspects. First, to the best of our knowledge, our method is the first one that simultaneously considers location semantics (e.g., POIs) of a region and mobility semantics (i.e., human mobility intentions) between regions when identifying functional zones. Second, rather than directly using some clustering algorithm, we propose a topic-model-based solution which represents a region with a distribution of socio-economic activities. Moreover, it reduces data sparsity by clustering regions into functional zones. We demonstrate the advantage of our method over just using the clustering approach in our experiments.

7 Conclusion

This paper has proposed a framework for discovering functional zones (e.g., educational areas, entertainment areas, and regions of historic interests) in a city using human trajectories, which imply socio-economic activities performed by citizens at different times and in various places. We have evaluated this framework with large-scale datasets including POIs, road networks, taxi trajectories and public transit data. According to extensive experimental results, our method using both location and mobility semantics outperforms the baselines solely using location or mobility semantics in terms of effectively finding functional zones. Meanwhile, we have found that public transit data can be used as a complement to the taxi trips in representing urban mobility, so as to achieve a better performance for discovering functional zones. In addition, by matching the discovered functional zones against Beijing land use planning (2002-2010), we have shown exemplary calibrated results. The proposed framework provides a powerful tool for computational urban science, and offers emerging implications for human mobility analytics and location-based services.
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