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1. Introduction

Let k be a field, and let A be a finite dimensional k-algebra. We denote by A-mod the 
category of finite dimensional left A-modules and by Db(A-mod) its bounded derived 
category. By a derived equivalence between two algebras A and B, we mean a k-linear 
triangle equivalence F : Db(A-mod) → Db(B-mod). It is an open question in [19] whether 
any derived equivalence is standard, that is, isomorphic to the derived tensor functor by 
a two-sided tilting complex.

We mention that there exists a triangle functor between the bounded derived cate-
gories of module categories, which is not isomorphic to the derived tensor functor by any 
complex of bimodules; see [20].

The above open question is answered affirmatively in the following cases: (1) A is 
hereditary [14]; (2) A is (anti-)Fano [13]; (3) A is triangular [6]. We mention that their 
proofs rely on the work [16] and [1].

In the present paper, we take a different approach. Recall from [19] that for a given 
derived equivalence F , there is a standard equivalence F ′ such that they act identically on 
objects. This motivates the following notion: a triangle autoequivalence G on Db(A-mod)
is called a pseudo-identity, provided that G acts on objects by the identity and that 
the restriction of G to stalk complexes equals the identity functor. Roughly speaking, 
a pseudo-identity is very close to the genuine identity functor on Db(A-mod). Then any 
derived equivalence F : Db(A-mod) → Db(B-mod) allows a factorization F � F ′G with 
G a pseudo-identity on Db(A-mod) and F ′ a standard equivalence; moreover, such a 
factorization is unique; see Proposition 5.8.

We say that the module category A-mod is D-standard if any pseudo-identity on 
Db(A-mod) is isomorphic to the identity functor as triangle functors. We prove that 
A-mod is D-standard if and only if any derived equivalence from Db(A-mod) is standard; 
see Theorem 5.10. Therefore, the open question is equivalent to the following conjecture: 
any module category A-mod is D-standard.

This notion of D-standardness applies to any k-linear abelian category. It is well 
known that for the categories of coherent sheaves on smooth projective varieties, derived 
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equivalences of Fourier–Mukai type are geometric analogue to standard equivalences. 
By [16], any k-linear triangle equivalence between the bounded derived categories of 
coherent sheaves on smooth projective varieties is of Fourier–Mukai type. Indeed, the 
proof therein implies that the abelian category of coherent sheaves on any projective 
variety is D-standard; compare Proposition 5.7. In a certain sense, this fact supports the 
above conjecture.

Analogously to the above consideration, we introduce the notion of a K-standard ad-
ditive category, where a pseudo-identity on the bounded homotopy category is involved. 
We prove that if the category of projective A-modules is K-standard, then A-mod is 
D-standard; see Theorem 6.1. This seems to shed new light on the above conjecture.

The paper is structured as follows. In Section 2, we recall basic facts on triangle func-
tors and centers. The notions of a pseudo-identity on the bounded homotopy category of 
an additive category and on the bounded derived category of an abelian category are in-
troduced in Section 3. In Section 4, we introduce the notion of a (strongly) K-standard 
additive category, and observe that an Orlov category [1] is strongly K-standard; see 
Proposition 4.6. Analogously, we have the notion of a (strongly) D-standard abelian cat-
egory in Section 5, where we observe that an abelian category with an ample sequence [16]
of objects is strongly D-standard; see Proposition 5.7. We prove Theorem 5.10, which 
relates the above open question to the D-standardness.

In Section 6, we prove Theorem 6.1, which claims that an abelian category with enough 
projectives is D-standard provided that the full subcategory of projectives is K-standard. 
In the final section, we provide two examples of algebras, whose module categories are 
D-standard. In particular, the algebra of dual numbers provides a D-standard, but not 
strongly D-standard, module category; see Theorem 7.1.

Throughout the paper, we assume that the categories in consideration are skeletally 
small. We assume the axiom of global choice, that is, the axiom of choice for classes.

2. Triangle functors and centers

In this section, we recall basic facts on triangle functors and the centers of triangulated 
categories.

2.1. Triangle functors and extending natural transformations

Let T and T ′ be triangulated categories, whose translation functors are denoted by Σ
and Σ′, respectively. Recall that a triangle functor (F, ω) consists of an additive functor 
F : T → T ′ and a natural isomorphism ω : FΣ → Σ′F such that any exact triangle 

X → Y → Z
h→ Σ(X) in T is sent to an exact triangle F (X) → F (Y ) → F (Z) ωX◦F (h)−−−−−−→

Σ′F (X) in T ′.
The natural isomorphism ω is called the connecting isomorphism for F . When ω is 

understood or not important in the context, we suppress it and write F for the triangle 
functor (F, ω). The connecting isomorphism ω is trivial if FΣ = Σ′F and ω = IdFΣ is 



162 X.-W. Chen, Y. Ye / Advances in Mathematics 333 (2018) 159–193
the identity transformation. For example, the identity functor IdT , as a triangle functor, 
is understood as the pair (IdT , IdΣ), which has the trivial connecting isomorphism.

For a triangle functor (F, ω), we define natural isomorphisms ωn : FΣn → Σ′nF for all 
n ≥ 1 as follows: ω1 = ω and ωn+1 = Σ′nω ◦ ωnΣ for n ≥ 1. We observe ωn+1 = Σ′ωn ◦
ωΣn. If both Σ and Σ′ are automorphisms of categories, we define natural isomorphisms 
ω−n : FΣ−n → Σ′−n

F as follows: ω−1 = (Σ′−1
ω1Σ−1)−1 and ω−n−1 = Σ′−n

ω−1 ◦
ω−nΣ−1 for n ≥ 1. By convention, ω0 = IdF .

For two triangle functors (F, ω) and (F ′, ω′) from T to T ′, a natural transformation 
η : (F, ω) → (F ′, ω′) between triangle functors means a natural transformation η : F →
F ′ satisfying ω′ ◦ηΣ = Σ′η ◦ω. The composition of two triangle functors (F, ω) : T → T ′

and (G, γ) : T ′ → T ′′ is given by (GF, γF ◦ Gω) : T → T ′′, which is often denoted just 
by GF .

The following fact is well known.

Lemma 2.1. Let η : (F, ω) → (F ′, ω′) be the natural transformation as above. Then the 
full subcategory Iso(η) = {X ∈ T | ηX is an isomorphism} of T is a triangulated subcat-
egory. �

We say that a full subcategory S of T is generating provided that the smallest trian-
gulated subcategory containing S is T itself. The following well-known result is known 
as Beilinson’s Lemma; see [9, II.3.4].

Lemma 2.2. Let F : T → T ′ be a triangle functor. Assume that S ⊆ T is a generating 
subcategory. Then F is fully faithful if and only if F induces isomorphisms

HomT (X,Σn(Y )) −→ HomT ′(FX,FΣn(Y ))

for all X, Y ∈ S and n ∈ Z. In this case, F is dense if and only if the essential image 
Im F contains a generating subcategory of T ′. �

Let F : C → D be a functor. For each object C in C, we choose an object F ′(C) in D
and an isomorphism δC : F (C) → F ′(C). Here, we are using the axiom of choice for the 
class of objects in C. We call these chosen isomorphisms δC ’s the adjusting isomorphisms.

Indeed, the choice makes F ′ into a functor such that δ is a natural isomorphism 
between F and F ′. The action of F ′ on a morphism f : C → C ′ is given by F ′(f) =
δC′ ◦F (f) ◦ δ−1

C . It follows that F ′ preserves the identity morphism and the composition 
of morphisms, that is, it is indeed a functor. By the very construction of F , we observe 
the naturality of δ. In a certain sense, the new functor F ′ : C → D is adjusted from the 
given functor F .

By the following well-known lemma, we might also adjust triangle functors.

Lemma 2.3. Let (F, ω) : T → T ′ be a triangle functor. Assume that F ′ : T → T ′ is 
another functor with a natural isomorphism δ : F → F ′. Then there is a unique iso-
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morphism ω′ : F ′Σ → Σ′F ′ such that (F ′, ω′) is a triangle functor and that δ is an 
isomorphism between triangle functors.

Proof. Take ω′ = Σ′δ ◦ ω ◦ (δΣ)−1. The statements are direct to verify. �
The following standard fact will be used later. We provide a full proof for completeness.

Lemma 2.4. Let F, G : A → B be two additive functors between additive categories. As-
sume that C ⊆ A is a full subcategory such that any object in A is isomorphic to a 
finite direct sum of objects in C. Let η : F |C → G|C be a natural transformation. Then 
there is a unique natural transformation η′ : F → G extending η. Moreover, if η is an 
isomorphism, so is η′.

Proof. For each object A in A, we choose an isomorphism ξA : A → ⊕i∈ICi with each 
Ci ∈ C and I a finite set. We make the choice such that ξC is the identity morphism for 
each object C in C. Here, we use the axiom of choice for the class of objects in A.

We define η′A : F (A) → G(A) to be G(ξA)−1 ◦ (⊕i∈IηCi
) ◦ F (ξA). Here, we identify 

F (⊕i∈ICi) with ⊕i∈IF (Ci), G(⊕i∈ICi) with ⊕i∈IG(Ci). In particular, η′C = ηC for 
C ∈ C by our choice.

We claim that the morphism η′A is natural in A. For this, we take an arbitrary 
morphism f : A → A′ in A. For the object A′, we have the chosen isomorphism 
ξA′ : A′ → ⊕j∈JC

′
j with C ′

j ∈ C and J is a finite set. Then we have the following 
commutative diagram

A

f

ξA ⊕
i∈I Ci

(fji)(i,j)∈I×J

A′ ξA′ ⊕
j∈J C ′

j

Here, each fji : Ci → C ′
j is a morphism in C. In the following commutative diagram, the 

middle square uses the naturality of η.

F (A)

F (f)

F (ξA) ⊕
i∈I F (Ci)

(F (fji))

⊕
i∈I ηCi ⊕

i∈I G(Ci)

(G(fji))

G(ξA)−1

G(A)

G(f)

F (A′)
F (ξA′ ) ⊕

j∈J F (C ′
j)

⊕
j∈J ηC′

j ⊕
j∈J G(C ′

j)
G(ξA′ )−1

G(A′)

The outer commutative diagram proves that η′A′ ◦ F (f) = G(f) ◦ η′A, as required.
We mention that the above argument actually proves that η′A is independent of the 

choice of the isomorphism ξA, by taking A′ = A and f = IdA. �
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Let k be a commutative ring. Let A be a k-linear additive category. For a set M of 
morphisms in A, we denote by obj(M) the full subcategory formed by those objects, 
which are either the domain or the codomain of a morphism in M. We say that M
linearly spans A provided that each morphism in obj(M) is a k-linear combination of 
the identity morphisms and composition of morphisms from M, and that each object in 
A is isomorphic to a finite direct sum of objects in obj(M).

Lemma 2.5. Let M be a spanning set of morphisms in A. Assume that F : A → A is a 
k-linear endofunctor such that F (f) = f for each f ∈ M. Then there is a unique natural 
isomorphism θ : F → IdA satisfying θS = IdS for each object S from obj(M).

Proof. The assumption implies that F (S) = S for any object S from obj(M). Moreover, 
the restriction of F on obj(M) is the identity functor, since it acts on morphisms by the 
identity. Applying Lemma 2.4 to F and IdA, we are done. �
2.2. Almost vanishing morphisms and centers

Throughout this subsection, k will be a field and T will be a k-linear triangulated 
category, which is Hom-finite and Krull–Schmidt.

Following [11, Definition 2.1], a nonzero morphism w : Z → X in T is almost vanishing
provided that f ◦w = 0 and w ◦ g = 0 for any non-section f : X → A and non-retraction 
g : B → Z. This happens if and only if w fits into an almost split triangle Σ−1X → E →
Z

w→ X; see [9, I.4.1]. In particular, both Z and X are indecomposable.

Proposition 2.6. Assume that X f→ Y
g→ Z

h→ ΣX is an exact triangle in T with g 	= 0
and h 	= 0 such that EndT (Z) either equals k or kIdZ⊕kΔ, where the morphism Δ: Z →
Z is almost vanishing. Then for a nonzero scalar λ, the triangle X

f→ Y
g→ Z

λh−−→ Σ(X)
is exact if and only if λ = 1.

Proof. We observe that g is a non-retraction, otherwise h = 0. Similarly, h is a non-
section. Assume that the given triangle is exact. Then we have an isomorphism ξ : Z → Z

making the following diagram commute.

X
f

Y
g

Z

ξ

h Σ(X)

X
f

Y
g

Z
λh Σ(X)

If EndT (Z) = k, we assume that ξ = μIdZ for some μ ∈ k. It follows from the middle 
square that μ = 1, and thus λ = 1 from the right square.
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In the second case, we assume that ξ = μIdZ + γΔ for some μ, γ ∈ k. By the middle 
square and the fact that Δ ◦ g = 0, we have μ = 1. By the right square and the fact that 
h ◦ Δ = 0, we infer that λ = 1. �

We denote by indT a complete set of representatives of isomorphism classes of in-
decomposable objects in T . Here, indT is indeed a set, since T is skeletally small. 
Denote by Λ the subset consisting of these objects X with an almost vanishing mor-
phism ΔX : X → X such that ΔX is central in EndT (X).

The following is a variant of [11, Lemma 2.2]; compare [22, Remark 4.15].

Lemma 2.7. For each X ∈ Λ, we associate a scalar λX . Then there is a unique natural 
isomorphism η : IdT → IdT such that ηX = IdX + λXΔX for X ∈ Λ and ηY = IdY for 
Y ∈ indT \Λ.

Proof. We view indT as a full subcategory of T . By Lemma 2.4, it suffices to verify that 
the restriction of the isomorphism η on indT is natural. For this, we take an arbitrary 
morphism f : Y → Z with Y, Z ∈ indT . We claim that ηZ ◦ f = f ◦ ηY .

If neither Y nor Z lies in Λ, the claim is clear. If Y lies in Λ and Z does not lie in Λ, 
we have f ◦ΔY = 0, since f is a non-section and ΔY is almost vanishing. Then the claim 
follows. The same argument works for the case Y ∈ Λ and Z /∈ Λ.

For the rest, we may assume that both Y and Z lie in Λ. If Y = Z, then the claims 
follows, since ΔY and thus ηY are central in EndT (Y ). If Y 	= Z, we have ΔZ ◦ f = 0 =
f ◦ ΔY . This implies the claim. We are done. �

Let A be a k-linear additive category. We denote by Z(A) the center of A, which is 
by definition the set of natural transformations λ : IdA → IdA. To ensure that Z(A) is 
indeed a set, we use the assumption that A is skeletally small. Then Z(A) is a com-
mutative k-algebra, whose addition and multiplication are induced by the addition and 
composition of natural transformations, respectively.

We denote by Z�(T ) the triangle center of T , which is the set of natural transforma-
tions λ : IdT → IdT between triangle functors, equivalently, the natural transformation 
λ satisfies λΣ = Σλ. Then Z�(T ) is a subalgebra of Z(T ). We mention that Z�(T ) is 
the zeroth component of the graded center of T ; compare [11,12].

The following observation will be useful.

Lemma 2.8. Let (F, ω) : T → T be a triangle autoequivalence. Then any natural transfor-
mation (F, ω) → (F, ω) of triangle functors is of the form Fλ for a uniquely determined 
λ ∈ Z�(T ). �

Following [8, Section 4], we say that T is a block, provided that T does not admit a 
decomposition into the product of two nonzero triangulated subcategories. Moreover, it 
is non-degenerate if there is a nonzero non-invertible morphism X → Y between some 
indecomposable objects X and Y .
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Proposition 2.9. Let T be a non-degenerate block such that EndT (X) = k for each inde-
composable object X. Then the following statements hold.

(1) We have Z(T ) = k = Z�(T ).
(2) If (IdT , ω) is a triangle functor, then ω = IdΣ, the identity transformation on Σ.

Proof. For (1), it suffices to show that any natural transformation η : IdT → IdT is 
given by a scalar. By assumption, ηX = λXIdX for each indecomposable object X
and some scalar λX . In view of Lemma 2.4, it suffices to show that λX = λY for any 
indecomposables X and Y .

We observe that λX = λY provided that there is a nonzero map X → Y or Y → X, 
using the naturality of η. Since T is a non-degenerate block, for any indecomposables X
and Y , there is a sequence X = X0, X1, · · · , Xn = Y such that HomT (Xi, Xi+1) 	= 0 or 
HomT (Xi+1, Xi) 	= 0; see [8, Proposition 4.2 and Remark 4.7]. From this sequence we 
infer that λX = λY .

For (2), we observe that ω = Σ(η) for a unique η ∈ Z(T ). By (1) we may assume that 
η = λ ∈ k. Take a nonzero non-invertible morphism g : X → Y between indecomposables 
and form an exact triangle Z

f→ X
g→ Y

h→ Σ(Z). Since X is indecomposable, we observe 
that h 	= 0. Applying the triangle functor (IdT , ω) to this triangle, we obtain an exact 
triangle

Z
f−→ X

g−→ Y
λh−→ Σ(Z).

By Proposition 2.6, we infer that λ = 1. Then we are done. �
3. Pseudo-identities and centers

In this section, we study triangle endofunctors on the bounded homotopy category of 
an additive category and on the bounded derived category of an abelian category. We 
introduce the notion of a pseudo-identity endofunctor on them. Their triangle centers 
are studied.

3.1. Pseudo-identities on bounded homotopy categories

Let A be an additive category. We denote by Kb(A) the homotopy category of bounded 
complexes in A. A bounded complex X is visualized as follows

· · · −→ Xn dn
X−→ Xn+1 dn+1

X−→ Xn+2 −→ · · ·

where Xn 	= 0 for only finitely many n’s and the differentials satisfy dn+1
X ◦ dnX = 0. The 

translation functor Σ on complexes is defined such that Σ(X)n = Xn+1 and dn =
Σ(X)
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−dn+1
X . For a chain map f : X → Y , the translated chain map Σ(f) : Σ(X) → Σ(Y ) is 

given by Σ(f)n = fn+1 for each n ∈ Z.
An additive functor G : A → B induces a triangle functor Kb(G) : Kb(A) → Kb(B), 

which acts componentwise on complexes and whose connecting isomorphism is triv-
ial. Similarly, a natural transformation η : G → G′ induces a natural transformation 
Kb(η) : Kb(G) → Kb(G′) between triangle functors.

For an object A in A, we denote by A the corresponding stalk complex concentrated 
on degree zero. In this way, we view A as a full subcategory of Kb(A). For A ∈ A and 
n ∈ Z, the corresponding stalk complex Σn(A) is concentrated on degree −n.

For a complex X and n ∈ Z, we consider the brutal truncation σ≥−nX = · · · → 0 →
X−n d−n

X→ X1−n → · · · , which is a subcomplex of X. There is a projection πn : σ≥−nX →
Σn(X−n), and thus an exact triangle in Kb(A)

Σn−1(X−n) f−→ σ≥1−nX
in−→ σ≥−nX

πn−→ Σn(X−n), (3.1)

where in is the inclusion map and f is given by the minus differential −d−n
X : X−n →

X1−n. Using these triangles, one observes that A is a generating subcategory of Kb(A).

Lemma 3.1. Let F : Kb(A) → Kb(A) be a triangle functor satisfying F (A) ⊆ A. Then 
the following statements hold.

(1) F is fully faithful if and only if so is the restriction F |A : A → A.
(2) If the restriction F |A : A → A is an equivalence, so is F .
(3) Assume that A has split idempotents. If F is an equivalence, so is F |A.

Proof. The “only if” part of (1) is trivial. For the “if” part, we observe that 
HomKb(A)(X, Σn(Y )) = 0 for X, Y ∈ A and n 	= 0. Since A is a generating subcat-
egory of Kb(A), we apply Lemma 2.2 to obtain that F is fully faithful.

For (2), we observe that if F |A is an equivalence, the essential image Im F contains A, 
a generating subcategory of Kb(A). In view of the second statement of Lemma 2.2, we 
infer that F is dense.

For (3), we recall the following well-known observation: a bounded complex Y
is isomorphic to some object in A if and only if HomKb(A)(Y, Σn(A)) = 0 =
HomKb(A)(Σn(A), Y ) for each A ∈ A and n 	= 0.

It suffices to prove that for any complex X, if F (X) is isomorphic to some object 
in A, so is X. For each A ∈ A and n 	= 0, we have

HomKb(A)(X,Σn(A)) � HomKb(A)(F (X), FΣn(A))

� HomKb(A)(F (X),Σn(FA)) = 0,
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where the first isomorphism uses the fully-faithfulness of F and the last equality uses 
the fact that F (A) ∈ A. Similarly, we have HomKb(A)(Σn(A), X) = 0. Then we are done 
by the above observation. �

The following result is analogous to [18, Proposition 7.1], where a completely different 
argument is used.

Proposition 3.2. Let (F, ω) : Kb(A) → Kb(A) be a triangle autoequivalence satisfying 
F (A) ⊆ A. Assume that the restriction F |A is isomorphic to the identity functor IdA. 
Then for each complex X ∈ Kb(A), F (X) is isomorphic to X.

Proof. Assume that φ : F |A → IdA is the given isomorphism. Using the translation 
functor and the connecting isomorphism ω, it suffices to prove the statement under the 
assumption that Xi = 0 for i > 0.

We claim that for each n ≥ 0, there is an isomorphism

an : F (σ≥−nX) −→ σ≥−nX

satisfying πn ◦ an = Σn(φX−n) ◦ ωn
X−n ◦ F (πn). The claim will be proved by induction 

on n.
We take a0 = φX0 . We assume that the isomorphism an−1 is already given for some 

n ≥ 1. Consider the exact triangle (3.1). We claim that the left square in the following 
diagram commutes.

FΣn−1(X−n)
F (f)

Σn−1(φX−n )◦ωn−1
X−n

F (σ≥1−nX)

an−1

F (in)
F (σ≥−nX)

ωΣn−1(X−n)◦F (πn)
ΣFΣn−1(X−n)

Σn(φX−n )◦Σ(ωn−1
X−n )

Σn−1(X−n)
f

σ≥1−nX
in

σ≥−nX
πn Σn(X−n)

Indeed, the following map induced by πn−1 : σ≥1−nX → Σn−1(X1−n) is injective

HomKb(A)(FΣn−1(X−n), σ≥1−nX) −→ HomKb(A)(FΣn−1(X−n),Σn−1(X1−n)).

Hence, for the claim, it suffices to prove

πn−1 ◦ an−1 ◦ F (f) = πn−1 ◦ f ◦ Σn−1(φX−n) ◦ ωn−1
X−n .

By the induction hypothesis, the first equality in the following identity holds:

πn−1 ◦ an−1 ◦ F (f) = Σn−1(φX1−n) ◦ ωn−1
X1−n ◦ F (πn−1) ◦ F (f)

= −Σn−1(φX1−n) ◦ ωn−1
1−n ◦ FΣn−1(d−n

X )
X
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= −Σn−1(d−n
X ) ◦ Σn−1(φX−n) ◦ ωn−1

X−n

= πn−1 ◦ f ◦ Σn−1(φX−n) ◦ ωn−1
X−n .

Here, the second and fourth equalities use the fact that πn−1 ◦ f = −Σn−1(d−n
X ), and 

the third uses the naturality of ωn−1 and φ.
Thanks to the above diagram between exact triangles, the required isomorphism 

an : F (σ≥−nX) → σ≥−nX follows from the axiom (TR3) in the triangulated structure 
of Kb(A). �

Inspired by the above result, it seems to be of interest to have the following notion. 
For each n ∈ Z, we denote by Σn(A) the full subcategory of Kb(A) consisting of stalk 
complexes concentrated on degree −n. We identify Σ0(A) with A.

Definition 3.3. A triangle functor (F, ω) : Kb(A) → Kb(A) is called a pseudo-identity, 
provided that F (X) = X for each bounded complex X and that its restriction F |Σn(A)
to the subcategory Σn(A) equals the identity functor on Σn(A), for each n ∈ Z. �

The difference between a pseudo-identity and the genuine identity functor on Kb(A)
lies in their action on morphisms and their connecting isomorphisms.

Corollary 3.4. Let (F, ω) : Kb(A) → Kb(A) be a triangle functor. Then (F, ω) is isomor-
phic to a pseudo-identity if and only if F is an autoequivalence satisfying F (A) ⊆ A
such that the restriction F |A is isomorphic to the identity functor.

Proof. By Lemma 3.1, a pseudo-identity is an autoequivalence. Then we have the “only 
if” part.

For the “if” part, we assume that γ : F |A → IdA is the given isomorphism. We apply 
Proposition 3.2 and choose for each complex X an isomorphism δX : F (X) → X =
F ′(X) such that for each object A ∈ A and n ∈ Z, δΣn(A) : F (ΣnA) → F ′(ΣnA) equals 
Σn(γA) ◦ ωn

A; here, we refer to Subsection 2.1 for the notation ωn. Using δX ’s as the 
adjusting isomorphisms and Lemma 2.3, we obtain a pseudo-identity (F ′, ω′) on Kb(A), 
which is isomorphic to (F, ω) as triangle functors. �
Lemma 3.5. Let (F, ω) : Kb(A) → Kb(A) be a pseudo-identity. Assume that (F, ω) is 
isomorphic to the identity functor IdKb(A), as triangle functors. Then there is a natural 
isomorphism θ : (F, ω) → IdKb(A) of triangle functors, whose restriction to A is the 
identity transformation.

Proof. Take a natural isomorphism δ : (F, ω) → IdKb(A). The restriction of δ to A is an 
invertible element μ in Z(A). Set θ = Kb(μ−1) ◦ δ. Then we are done. �
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3.2. Pseudo-identities on bounded derived categories

Throughout this subsection, A is an abelian category. We denote by Db(A) the 
bounded derived category. We identify A as the full subcategory of Db(A) formed by 
stalk complexes concentrated on degree zero.

An exact functor G : A → B between abelian categories induces a triangle functor 
Db(G) : Db(A) → Db(B), which acts componentwise on complexes and has a trivial 
connecting isomorphism. Similarly, a natural transformation μ : G → G′ between exact 
functors induces a natural transformation Db(μ) : Db(G) → Db(G′) between triangle 
functors.

For a bounded complex X and n ∈ Z, we denote by Hn(X) the n-th cohomology. 

We recall the good truncations τ≤n(X) = · · · → Xn−2 dn−2
X→ Xn−1 → KerdnX → 0 → · · ·

and τ≥n(X) = · · · → 0 → Cokdn−1
X → Xn+1 dn+1

X→ Xn+2 → · · · . This gives rise to the 
truncation functors τ≤n and τ≥n on Db(A). There is a functorial isomorphism Hn(X) �
Σnτ≥nτ≤n(X).

The following observation seems to be known; compare Lemma 3.1 and [7, Corol-
lary 2.5].

Lemma 3.6. Let F : Db(A) → Db(A) be a triangle functor satisfying F (A) ⊆ A. The F
is an equivalence if and only if so is the restriction F |A : A → A.

Proof. For the “if” part, we observe that F induces an isomorphism

ExtnA(X,Y ) −→ ExtnA(F (X), F (Y ))

for any X, Y ∈ A and each n ∈ Z. Here, we identify for each n ≥ 1, the ExtnA-groups with 
the n-th Yodena extension groups, where the latter are preserved by the autoequivalence 
F |A. Since A is a generating subcategory of Db(A), we infer by Lemma 2.2 that F is an 
equivalence.

For the “only if” part, we only need to prove the denseness of F |A. It suffices to claim 
that if F (X) is isomorphic to some object in A, so is X.

We observe that a complex X is isomorphic to some object in A if and only if 
Hn(X) = 0 for n 	= 0. By the assumption that F (A) ⊆ A, we infer that F com-
mutes with the truncation functors τ≤n and τ≥n. Consequently, it commutes with taking 
cohomologies. More precisely, for each bounded complex X and each n ∈ Z, there is a 
natural isomorphism

F |A(Hn(X)) ∼−→ Hn(F (X)).

Since F |A is fully faithful, the claim follows immediately. �
We have the following analogue of Proposition 3.2; compare [18, Proposition 7.1].
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Proposition 3.7. Let F : Db(A) → Db(A) be a triangle autoequivalence satisfying 
F (A) ⊆ A. Assume that the restriction F |A is isomorphic to the identity functor IdA. 
Then for each complex X ∈ Db(A), F (X) is isomorphic to X.

Proof. The same argument of Proposition 3.2 works, where we still use brutal trunca-
tions. It suffices to observe that the projection πn−1 : σ≥1−nX → Σn−1(X1−n) induces 
an injective map

HomDb(A)(FΣn−1(X−n), σ≥1−nX) −→ HomDb(A)(FΣn−1(X−n),Σn−1(X1−n)),

since we have

HomDb(A)(FΣn−1(X−n), σ≥2−nX) � HomDb(A)(Σn−1(X−n), σ≥2−nX) = 0.

We omit the details. �
The following definition and corollary are analogous to the ones for the homotopy 

category. Recall that for each n ∈ Z, Σn(A) denotes the full subcategory of Db(A)
consisting of stalk complexes concentrated on degree −n. As usual, we identify Σ0(A)
with A.

Definition 3.8. A triangle functor (F, ω) : Db(A) → Db(A) is a pseudo-identity provided 
that F (X) = X for each bounded complex X and that its restriction F |Σn(A) to Σn(A)
equals the identity functor on Σn(A) for each n ∈ Z. �

The following result is a consequence of Lemma 3.6 and Proposition 3.7.

Corollary 3.9. Let (F, ω) : Db(A) → Db(A) be a triangle functor. Then (F, ω) is isomor-
phic to a pseudo-identity if and only if F is an autoequivalence satisfying F (A) ⊆ A
such that the restriction F |A is isomorphic to the identity functor. �

The following is analogous to Lemma 3.5.

Lemma 3.10. Let (F, ω) : Db(A) → Db(A) be a pseudo-identity. Assume that (F, ω) is 
isomorphic to the identity functor IdDb(A), as triangle functors. Then there is a natural 
isomorphism θ : (F, ω) → IdDb(A) of triangle functors, whose restriction to A is the 
identity transformation. �
3.3. Comparing centers

We will compare the triangle centers of the homotopy category and the derived cate-
gory.
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Let P be an additive category. There is a ring homomorphism

res : Z�(Kb(P)) −→ Z(P), λ 
→ λ|P (3.2)

sending λ to its restriction on P. It is surjective. Indeed, there is another canonical ring 
homomorphism

ind: Z(P) −→ Z�(Kb(P)), μ 
→ Kb(μ),

which sends μ : IdP → IdP to Kb(μ) : IdKb(P) → IdKb(P). More precisely, the action of 
Kb(μ) on complexes is componentwise by μ. Since the composition res ◦ ind equals the 
identity, the homomorphism (3.2) is surjective.

The following notation is needed. For a class S of objects in a triangulated category T , 
we denote by 〈S〉 the smallest full additive subcategory containing S and closed under 
taking direct summands, Σ and Σ−1. For two classes X and Y of objects, we denote by 
X 
 Y the class formed by those objects Z, which fit into an exact triangle X → Z →
Y → Σ(X) for some X ∈ X and Y ∈ Y. We set 〈S〉1 = 〈S〉 and 〈S〉d+1 = 〈〈S〉d 
 〈S〉1〉
for d ≥ 1.

The following lemma is implicit in [21, Lemma 4.11].

Lemma 3.11. Let A a→ B
b→ C be two morphisms in T such that HomT (a, −) vanishes 

on X and HomT (b, −) vanishes on Y. Then HomT (b ◦ a, −) vanishes on X 
 Y.

Proof. Assume that X u→ Z
v→ Y → Σ(X) is an exact triangle with X ∈ X and Y ∈ Y. 

Take any morphism f : C → Z. Then v ◦ f ◦ b = 0. It follows that f ◦ b = u ◦ g for some 
morphism g : B → X. Using g ◦ a = 0, we infer that f ◦ b ◦ a = 0. �

The second statement of the following result is analogous to [12, Proposition 2.9]; 
compare [21, Remark 4.12].

Proposition 3.12. Keep the notation as above. Then the kernel N of the map res in (3.2)
lies in the Jacobson radical of Z�(Kb(P)).

If Kb(P) = 〈P〉d for some d ≥ 1, we have N d = 0.

Proof. Let λ ∈ N . Then res(1 + λ) = 1. In the notation of Lemma 2.1, the triangulated 
subcategory Iso(1 + λ) contains P. It forces that Iso(1 + λ) = Kb(P), that is, 1 + λ is 
invertible. Consequently, the ideal N lies in the Jacobson radical.

For the second statement, we take λi ∈ N for 1 ≤ i ≤ d. It suffices to claim that for 
each complex X, the composition

X
(λ1)X−−−−→ X −→ · · · −→ X

(λd)X−−−−→ X

is zero. This sequence of morphisms induces a sequence of natural transformations be-
tween the Hom functors on Kb(P)
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Hom(X,−) Hom((λ1)X ,−)−−−−−−−−−−→ Hom(X,−) → · · · → Hom(X,−) Hom((λd)X ,−)−−−−−−−−−−→ Hom(X,−).

We observe that each of these natural transformations vanishes on P. Indeed, for an 
object A in P and any morphism f : X → A, f ◦ (λi)X = (λi)A ◦ f = 0. By Lemma 3.11
the composition vanishes on 〈P〉d, which is equal to Kb(P). An application of Yoneda’s 
Lemma yields the required claim. �

Let A be an abelian category. Then there is a ring homomorphism

res : Z�(Db(A)) −→ Z(A), λ 
→ λ|A (3.3)

sending λ to its restriction on A. By a similar argument as above, there is another 
canonical ring homomorphism

ind: Z(A) −→ Z�(Db(A)), μ 
→ Db(μ),

satisfying that res ◦ ind is equal to the identity. Then the homomorphism (3.3) is surjec-
tive.

The following result is proved by the same argument as Proposition 3.12.

Proposition 3.13. Let A be an abelian category. Then the kernel M of the map res in 
(3.3) lies in the Jacobson radical of Z�(Db(A)).

If Db(A) = 〈A〉d for some d ≥ 1, we have Md = 0. �
Let A be an abelian category with enough projective objects. Denote by P the full 

subcategory formed by projective objects. We view Kb(P) as a triangulated subcategory 
of Db(A).

We consider the following commutative diagram of ring homomorphisms, where “res” 
denotes the corresponding restriction of natural transformations

Z�(Db(A))
res∼

res

Z�(Kb(P))

res

Z(A)
res∼

Z(P)

(3.4)

It is well known that the lower row map is an isomorphism. By [10, Theorem 2.5] the 
upper one is also an isomorphism. Consequently, we may identify the kernels of the two 
vertical homomorphisms.

4. K-standard additive categories

In this section, we introduce the notions of a K-standard additive category and a 
strongly K-standard additive category.
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Let k be a commutative ring. We will assume that all functors and categories are 
k-linear. Throughout, A is a k-linear additive category, which is always assumed to be 
skeletally small.

Definition 4.1. The category A is said to be K-standard (over k), provided that the 
following holds: given any k-linear triangle autoequivalence (F, ω) : Kb(A) → Kb(A)
satisfying F (A) ⊆ A and any natural isomorphism θ0 : F |A → IdA, there is a natural 
transformation θ : (F, ω) → IdKb(A) of triangle functors extending θ0.

The category A is said to be strongly K-standard (over k), if furthermore the above 
extension θ is always unique. �

We observe that the above extension θ is necessarily an isomorphism. Indeed, in the 
notation of Lemma 2.1, the triangulated subcategory Iso(θ) contains A. Then we have 
Iso(θ) = Kb(A).

Lemma 4.2. Let A be as above. Then the following statements are equivalent.

(1) The category A is K-standard.
(2) For any k-linear pseudo-identity (F, ω) on Kb(A), there is a natural isomorphism 

η : (F, ω) → IdKb(A) of triangle functors such that η|A is the identity.
(3) Any k-linear pseudo-identity (F, ω) on Kb(A) is isomorphic to IdKb(A), as triangle 

functors.

Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are clear. By Lemma 3.5, we have 
(3) ⇒ (2).

For (2) ⇒ (1), let (F, ω) and θ0 be as in Definition 4.1. By Corollary 3.4 and its proof, 
there is a pseudo-identity (F ′, ω′) on Kb(A) with a natural isomorphism θ′ : (F, ω) →
(F ′, ω′) such that θ′|A = θ0. By assumption, there is an isomorphism η : (F ′, ω′) →
IdKb(A) with η|A the identity transformation. Take θ = η ◦ θ′. Then we are done. �

The centers of the homotopy category and the underlying additive category play a 
role for strongly K-standard categories.

Lemma 4.3. Let A be a k-linear additive category. Then it is strongly K-standard if and 
only if it is K-standard and the homomorphism res in (3.2) for A is an isomorphism.

Proof. For the “only if” part, it suffices to show that the homomorphism (3.2) is injective, 
since we observe that in Section 3 it is always surjective. We claim that each λ in 
the kernel of (3.2) is zero. Indeed, both 1 + λ and 1 are extensions of the identity 
transformation (IdKb(A))|A = IdA → IdA. By the uniqueness of the extensions, we infer 
that 1 + λ = 1.

For the “if” part, we take two extensions θ, θ′ : (F, ω) → IdKb(A) of the given iso-
morphism θ0 : F |A → IdA. As mentioned above, both θ and θ′ are isomorphisms. Then 
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θ ◦ θ′ −1 lies in Z�(Kb(A)), whose restriction to A is the identity transformation. Since 
the homomorphism (3.2) is injective, we infer that θ ◦ θ′ −1 is equal to the identity and 
thus θ = θ′. �

We have the following basic properties of a K-standard additive category.

Lemma 4.4. Let A be a K-standard additive category. Then the following statements 
hold.

(1) Let (F, ω) : Kb(A) → Kb(A) be a triangle autoequivalence with F (A) ⊆ A. If A
has split idempotents, then there is an isomorphism (F, ω) ∼−→ Kb(F |A) of triangle 
functors.

(2) Assume further that A is strongly K-standard. Let F1, F2 : A → A be two autoequiv-
alences, which are isomorphic. Then any natural transformation Kb(F1) → Kb(F2)
of triangle functors is of the form Kb(η) for a unique natural transformation 
η : F1 → F2.

Proof. (1) We have observed in Lemma 3.1(3) that F |A : A → A is an autoequivalence. 
We fix its quasi-inverse G. Consider the triangle autoequivalence Kb(G)F , whose re-
striction to A is isomorphic to the identity functor. By the K-standard property, we 
infer that Kb(G)F is isomorphic to the identity functor. Consequently, we have that F
is isomorphic to Kb(F |A).

(2) We fix a natural isomorphism δ : F2 → F1. Take any natural transformation 
θ : Kb(F1) → Kb(F2) of triangle functors and set η = θ|A to be its restriction to A. By 
Lemma 2.8 there are γ, γ′ ∈ Z�(Kb(A)) satisfying Kb(F1)γ = Kb(δ) ◦ θ and Kb(F1)γ′ =
Kb(δ) ◦ Kb(η). We observe that the restrictions of γ and γ′ to A coincide. Lemma 4.3
implies that the homomorphism (3.2) is injective. It follows that γ = γ′, which proves 
that θ = Kb(η). �

An additive category A is split provided that it has split idempotents and every 
morphism f : X → Y admits a factorization f = v ◦ u with u a retraction and v a 
section.

The following observation provides a trivial example for strongly K-standard cate-
gories.

Lemma 4.5. Let A be a split category. Then A is strongly K-standard.

Proof. By assumption, we observe that any complex X in Kb(A) is isomorphic to a 
direct sum of stalk complexes. Let (F, ω) and θ0 be as in Definition 4.1. We set

θΣn(A) = Σn((θ0)A) ◦ ωn
A : F (ΣnA) −→ Σn(A)
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for any A ∈ A and n ∈ Z. By the additivity, θX : F (X) → X is defined for any com-
plex X; compare Lemma 2.4. This yields the required extension of θ0, which is obviously 
unique. �

For a Krull–Schmidt category A, we denote by indA a complete set of representatives 
of isomorphism classes of indecomposable objects.

The following notion is slightly generalized from [1]; see also [6]. A Krull–Schmidt 
category A is called an Orlov category provided that the endomorphism ring of each 
indecomposable object is a division ring and that there is a degree function deg: indA →
Z satisfying HomA(S, S′) = 0 for any non-isomorphic S, S′ ∈ indA with degS ≤ degS′.

The following basic result is due to [1, Section 4].

Proposition 4.6. Let A be an Orlov category. Then A is strongly K-standard.

Proof. Let (F, ω) and θ0 be as in Definition 4.1. Then F |A is automatically homoge-
neous in the sense of [1, Definition 4.1]. Then the existence of the extension θ follows 
from [1, Theorem 4.7], whose uniqueness follows from the commutative diagram (4.10) 
and Lemma 4.5(2) in [1].

In particular, the homomorphism (3.2) for A is an isomorphism. This can also be 
deduced from [6, Proposition 2.2(ii)]. �
Example 4.7. Let k be a commutative artinian ring, and let A be an Artin k-algebra. 
Denote by A-proj the category of finitely generated projective left A-modules. Then 
A-proj is an Orlov category if and only if A is a triangular algebra, that is, the Ext-quiver 
of A has no oriented cycles. For the statement, the “only if” part is clear, and the “if” 
part is contained in [6, Lemma 2.1].

5. D-standard abelian categories and standard equivalences

In this section, we introduce the notions of a D-standard abelian category and a 
strongly D-standard abelian category. These are analogous to the ones in the previous 
section. The relation to standard derived equivalences is studied.

5.1. D-standard abelian categories

Let k be a commutative ring. Throughout, A is a k-linear abelian category.

Definition 5.1. We say that A is D-standard (over k) provided that the following 
holds: given any k-linear triangle autoequivalence (F, ω) : Db(A) → Db(A) satisfying 
F (A) ⊆ A and any natural isomorphism θ0 : F |A → IdA, there is a natural transforma-
tion θ : (F, ω) → IdDb(A) of triangle functors which extends θ0.

The category A is said to be strongly D-standard (over k) if furthermore the above 
extension θ is always unique. �
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We mention that the extension θ is necessarily an isomorphism. The following lemmas 
are analogous to Lemmas 4.2, 4.3, and 4.4. We omit the proofs.

Lemma 5.2. Let A be a k-linear abelian category. Then the following statements are 
equivalent.

(1) The abelian category A is D-standard.
(2) For any k-linear pseudo-identity (F, ω) on Db(A), there is a natural isomorphism 

η : (F, ω) → IdDb(A) of triangle functors such that η|A is the identity.
(3) Any k-linear pseudo-identity (F, ω) on Db(A) is isomorphic to IdDb(A), as triangle 

functors. �
Lemma 5.3. Let A be a k-linear abelian category. Then it is strongly D-standard if and 
only if it is D-standard and the homomorphism res : Z�(Db(A)) → Z(A) in (3.3) is an 
isomorphism. �
Lemma 5.4. Let A be a D-standard abelian category. Then the following statements hold.

(1) Let (F, ω) : Db(A) → Db(A) be a triangle autoequivalence with F (A) ⊆ A. Then 
there is an isomorphism (F, ω) ∼−→ Db(F |A) of triangle functors.

(2) Assume further that A is strongly D-standard. Let F1, F2 : A → A be two autoequiv-
alences, which are isomorphic. Then any natural transformation Db(F1) → Db(F2)
of triangle functors is of the form Db(η) for a unique natural transformation 
η : F1 → F2. �

The following fact is essentially contained in the argument of [16, 2.16.4].

Proposition 5.5. Let (F, ω) : Db(A) → Db(A) be a triangle autoequivalence satisfying 
F (A) ⊆ A. Assume that θ0 : F |A → IdA is a natural isomorphism, and that ξ : A →
Σn(B) is a morphism in Db(A) for A, B ∈ A and n ≥ 0. Then we have

ξ ◦ (θ0)A = Σn((θ0)B) ◦ ωn
B ◦ F (ξ).

Proof. The case of n = 0 follows from the naturality of θ0. It suffices to prove the result 
for the case n = 1. The general case follows by induction, once we observe the following 
fact: if n > 1, there exist an object C ∈ A and two morphisms ξ1 : A → Σn−1(C) and 
ξ2 : C → Σ(B) satisfying ξ = Σn−1(ξ2) ◦ ξ1.

We assume that n = 1. There is a short exact sequence 0 → B
f→ E

g→ A → 0 in A, 
which fits into an exact triangle B

f→ E
g→ A 

ξ→ Σ(B). The following commutative 
diagram between short exact sequences
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0 F (B)

(θ0)B

F (f)
F (E)

(θ0)E

F (g)
F (A)

(θ0)A

0

0 B
f

E
g

A 0

induces a commutative diagram between exact triangles

F (B)

(θ0)B

F (f)
F (E)

(θ0)E

F (g)
F (A)

(θ0)A

ωB◦F (ξ)
ΣF (B)

Σ((θ0)B)

B
f

E
g

A
ξ

Σ(B)

Then we are done with ξ ◦ (θ0)A = Σ((θ0)B) ◦ ωB ◦ F (ξ). �
In view of Theorem 5.10 below, the following result extends [14, Theorem 1.8].

Corollary 5.6. Let A be a k-linear abelian category which is hereditary. Then A is strongly 
D-standard.

Proof. Assume that (F, ω) and θ0 are as above. For A ∈ A and n ∈ Z, we define 
θΣn(A) : FΣn(A) → Σn(A) to be Σn((θ0)A) ◦ ωn

A. Proposition 5.5 implies that for any 
morphism ξ : Σn(A) → Σm(B), we have

ξ ◦ θΣn(A) = θΣm(B) ◦ F (ξ).

Here, we implicitly use the fact that ωm
B = Σn(ωm−n

B ) ◦ωn
Σm−n(B). Since A is hereditary, 

each complex X in Db(A) is isomorphic to ⊕n∈ZΣ−n(Hn(X)). By Lemma 2.4, we obtain 
a natural isomorphism θ : F → IdDb(A); it is a natural isomorphism between triangle 
functors. This is the required extension of θ0, which is uniquely determined by θ0. �

The following notion is due to [16]. Recall that a sequence {Pi}i∈Z of objects in A is 
ample provided that for each object X, there exists i(X) ∈ Z such that for any i ≤ i(X), 
the following conditions hold:

(1) there is an epimorphism Pn
i → X for some n = n(i);

(2) HomA(X, Pi) = 0, and ExtjA(Pi, X) = 0 for any j > 0.

We observe that if A has an ample sequence, there are no nonzero projective objects.
We have the following variant of [16, Proposition 2.16]; see also [5, Appendix]. We 

mention that the result plays an important role in the proof of the following famous 
theorem: any k-linear triangle equivalence between the bounded derived categories of 
coherent sheaves on smooth projective varieties is of Fourier–Mukai type; see [16].
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Proposition 5.7. Let A and B be k-linear abelian categories with a triangle equivalence 
G : Db(A) → Db(B). Assume that the following conditions are satisfied:

(1) G(A) ∩ B contains an ample sequence of objects in B;
(2) for any object X ∈ A, there is an epimorphism P → X with P ∈ A ∩G−1(B). Here, 

we denote by G−1 a quasi-inverse of G.

Then A is strongly D-standard.
In particular, an abelian category with an ample sequence of objects is strongly 

D-standard.

Proof. Assume that (F, ω) and θ0 be as in Definition 5.1. We observe that the triangle 
autoequivalence GFG−1 on Db(B) restricts to the identity endofunctor on G(A) ∩B, via 
the isomorphism Gθ0G

−1. Using the ample sequence contained in G(A) ∩B, we apply [16, 
Proposition 2.16] to obtain a unique isomorphism η : GFG−1 → IdDb(B) extending the 
isomorphism Gθ0G

−1 on G(A) ∩B, where the uniqueness is proved in [16, 2.16.6]. Then 
the isomorphism θ = G−1ηG : F → IdDb(A) extends θ0|A∩G−1(B). It indeed extends θ0
by (2) and a standard argument.

In more details, for any object X ∈ A, we take an exact sequence Q 
f→ P

g→ X → 0
with P, Q ∈ A ∩G−1(B). Then we have the following commutative exact diagram

F (Q)

θQ

F (f)
F (P )

θP

F (g)
F (X)

θX

0

Q
f

P
g

X 0

Since θQ = (θ0)Q and θP = (θ0)P , we infer that θX = (θ0)X . �
5.2. Standard equivalences

In this subsection, k will be a field. For a finite dimensional k-algebra A, we denote 
by A-mod the abelian category of finite dimensional left A-modules. Let B be another 
finite dimensional k-algebra. The two algebras A and B are derived equivalent (over k), 
provided that there is a k-linear triangle equivalence (F, ω) : Db(A-mod) → Db(B-mod).

For any B-A-bimodule BMA, we always require that k acts centrally. Recall that a 
bounded complex BXA of B-A-bimodules is a two-sided tilting complex, if the derived 
tensor functor X ⊗L

A − : Db(A-mod) → Db(B-mod) is an equivalence. We observe that 
X ⊗L

A − is a triangle functor with a canonical connecting isomorphism.
Following [19, Definition 3.4], a k-linear triangle equivalence (F, ω) : Db(A-mod) →

Db(B-mod) is standard, if it is isomorphic, as triangle functors, to the derived tensor 
product X⊗L

A− for some two-sided tilting complex X. We mention that standard derived 
equivalences are closed under composition and quasi-inverse; for details, see [23, 6.5.2].
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For a k-algebra automorphism σ on A, we denote by σA1 = A the A-A-bimodule with 
the left A-action twisted by σ; such a bimodule is a two-sided tilting complex. Recall 
that a k-linear autoequivalence F : A-mod → A-mod satisfying F (A) � A is necessarily 
isomorphic to the tensor functor σA1 ⊗A − for some automorphism σ.

In what follows, we suppress the connecting isomorphism for a triangle functor. The 
following result is essentially due to [19, Corollary 3.5].

Proposition 5.8. Let F : Db(A-mod) → Db(B-mod) be a k-linear triangle equivalence. 
Then there exist a pseudo-identity F1 on Db(A-mod) and a standard equivalence 
F2 : Db(A-mod) → Db(B-mod) such that F is isomorphic to F2F1 as triangle functors.

Such a factorization is unique. More precisely, if F ′
1 is a pseudo-identity on 

Db(A-mod) and F ′
2 : Db(A-mod) → Db(B-mod) is a standard equivalence such that 

F is isomorphic to F ′
2F

′
1, then Fi and F ′

i are isomorphic for i = 1, 2.

Proof. We observe that F (A) is a one-sided tilting complex of B-modules. By [19, Propo-
sition 3.1], there is a two-sided tilting complex X of B-A-bimodules with an isomorphism 
X → F (A) in Db(B-mod). Write G for a quasi-inverse of X ⊗L

A −. It follows that 
GF (A) � A and then we have GF (A-mod) = A-mod.

For the restricted equivalence GF |A-mod : A-mod → A-mod, there exist an au-
tomorphism σ on A such that GF |A-mod is quasi-inverse to σA1 ⊗ −. Denote by 
H = Db(σA1 ⊗ −) : Db(A-mod) → Db(A-mod) the induced equivalence, which is a 
standard equivalence. By Corollary 3.9, the composition HGF is isomorphic to a pseudo-
identity F1 on Db(A-mod), since its restriction to A-mod is isomorphic to the identity 
functor. Set F2 to be a quasi-inverse of HG, which is standard. Then we have the required 
factorization.

For the uniqueness, we observe that F ′
1F

−1
1 is a pseudo-identity on Db(A-mod) and 

is isomorphic to (F ′
2)−1F2. It follows that F ′

1F1
−1 is standard. Then we are done by 

Lemma 5.9 below. �
Lemma 5.9. Let F : Db(A-mod) → Db(A-mod) be a pseudo-identity. Assume that F is 
standard. Then there is a natural isomorphism F → IdDb(A-mod) of triangle functors, 
whose restriction to A-mod is the identity.

Proof. Assume that F � X ⊗L

A − for a two-sided tilting complex X of A-A-bimodules. 
By X ⊗L

A A � A, we infer that AXA is isomorphic to a stalk complex concentrated in 
degree zero. So we view X as an A-A-bimodule, where AX is isomorphic to AA as a left 
A-module.

Since X ⊗L

A M � M for any A-module M , we infer that XA is projective as a right 
A-module. Hence, we have F � Db(X ⊗A −), whose restriction to A-mod is the tensor 
functor X⊗A−. Recall that the restriction F to A-mod is the identity functor. It follows 
that X is isomorphic to the regular bimodule AAA. Therefore, Db(X⊗A−) is isomorphic 
to the identity functor on Db(A-mod).
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In summary, we have proved that F is isomorphic to IdDb(A-mod), as triangle functors. 
By Lemma 3.10, we are done. �

The following result actually motivates our study of D-standard categories.

Theorem 5.10. Let A be a finite dimensional k-algebra. Then the following statements 
are equivalent.

(1) The module category A-mod is D-standard over k.
(2) Any k-linear derived equivalence Db(A-mod) → Db(B-mod) is standard.
(3) Any k-linear derived equivalence Db(A-mod) → Db(A-mod) is standard.

Proof. By combining Proposition 5.8 and Lemma 5.2, we have (1) ⇒ (2). The implication 
(2) ⇒ (3) is clear. For (3) ⇒ (1), we apply Lemma 5.9 to obtain that any pseudo-identity 
on Db(A-mod) is isomorphic to the identity functor. Then we are done by Lemma 5.2. �

It is an open question whether all k-linear derived equivalences are standard; see the 
remarks after [19, Definition 3.4]. In view of Theorem 5.10, an affirmative answer is 
equivalent to the following conjecture.

Conjecture 5.11. For any finite dimensional k-algebra A, the module category A-mod is 
D-standard over k.

On the other hand, it would be nice to have an explicit example of non-D-standard 
abelian categories. We mention that the above open question is studied using filtered tri-
angulated categories in [17, Subsection 5.2], and triangulated categories with additional 
axioms in [15, Section 5].

By the following result, it suffices to verify Conjecture 5.11 up to derived equivalences.

Lemma 5.12. Let A and B be two algebras which are derived equivalent. Then A-mod is 
(resp. strongly) D-standard if and only if B-mod is (resp. strongly) D-standard.

Proof. Assume that A-mod is D-standard. Take a standard derived equivalence 
G : Db(A-mod) → Db(B-mod). For any triangle autoequivalence F on Db(B-mod), in 
view of Theorem 5.10(2), we have that the composition FG is standard. It follows that 
F is standard, since it is isomorphic to (FG)G−1, as the composition of two standard 
equivalences. This shows that B-mod is D-standard by Theorem 5.10(3).

If A-mod is strongly D-standard, the homomorphism (3.3) for A-mod is an isomor-
phism. By [18, Proposition 9.2], the centers Z(A-mod) and Z(B-mod) are isomorphic, 
since they are isomorphic to the centers Z(A) and Z(B) of the algebras, respectively. 
The triangle centers Z�(Db(A-mod)) and Z�(Db(B-mod)) are also isomorphic. By a 
dimension argument, the homomorphism (3.3) for B-mod, which is always surjective, 
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is necessarily an isomorphism. By Lemma 5.3, the module category B-mod is strongly 
D-standard. Then we are done. �

In view of Lemma 5.12 and Proposition 5.7, it is natural to ask the following general 
question: for two k-linear abelian categories A and B which are derived equivalent such 
that A is (resp. strongly) D-standard, so is B?

Let us recall from [14,13,6] the cases where Conjecture 5.11 is actually confirmed. We 
mention that the case of a canonical algebra is studied in [2, Lemma 6.6].

Following [13, Definition 4.1], a finite dimensional algebra A is Fano (resp. anti-Fano), 
if A has finite global dimension and for some natural number d, Σ−d(DA), as a two-
sided tilting complex of A-A-bimodules, is anti-ample (resp. ample) in the sense of [13, 
Definition 3.4]. Here, DA = Homk(A, k).

Proposition 5.13. Let A be a finite dimensional k-algebra. Then A-mod is strongly 
D-standard provided that A is derived equivalent to a triangular algebra or a (anti-)Fano 
algebra.

Proof. In view of Lemma 5.12, we may assume that A is triangular or (anti-)Fano. In the 
first case, the category A-proj is strongly K-standard; see Example 4.7. We just apply 
Theorem 6.1 below; compare [6, Theorem 1.1].

The second case follows from [13, Theorem 4.5], where the uniqueness of the extension 
of θ0 in Definition 5.1 follows from the uniqueness established in [16, 2.16.6]; compare 
the last paragraph in the proof of [13, Theorem 4.6]. �
6. K-standardness versus D-standardness

Let k be a commutative ring. For a k-linear abelian category A with enough projec-
tives, we denote by P the full subcategory formed by projective objects. The main result 
shows that the K-standardness of P implies the D-standardness of A. This seems to be 
useful to study Conjecture 5.11.

Theorem 6.1. Let A be a k-linear abelian category with enough projective objects. De-
note by P the full subcategory of projective objects. Assume that P is K-standard. Then 
A is D-standard. In this case, A is strongly D-standard if and only if P is strongly 
K-standard.

Proof. The last statement follows from Lemmas 4.3, 5.3 and the commutative diagram 
(3.4), whose rows are both isomorphisms.

To show that A is D-standard, we assume that (F, ω) is a pseudo-identity on Db(A). 
We view Kb(P) as a triangulated subcategory of Db(A). Then (F, ω) restricts to a 
pseudo-identity (F ′, ω) on Kb(P), whose connecting isomorphism is inherited from F . 
Since P is K-standard, there is a natural isomorphism δ : (F ′, ω) → IdKb(P), which 
satisfies that δP = IdP for any object P ∈ P.
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For a bounded complex P of projective objects and n ≥ 0, we claim that

Σn+1(δP ) ◦ ωn+1
P = Σ(δΣn(P )) ◦ ωΣn(P ). (6.1)

Indeed, since δ is a morphism of triangle functors, we have δΣ(P ) = Σ(δP ) ◦ ωP . Using 
induction, we have δΣn(P ) = Σn(δP ) ◦ ωn

P . Now the claim follows from the identity 
ωn+1
P = Σ(ωn

P ) ◦ ωΣn(P ).
Take an arbitrary complex X in Db(A). We may assume that X is isomorphic to a 

complex of the form

· · · → 0 → A
∂→ P 1−n → P 2−n → · · · → Pm−1 → Pm → 0 → · · · (6.2)

with each P i projective, m, n ≥ 0, A ∈ A and ∂ a monomorphism. Therefore, we have 
an exact triangle

P
ι−→ X

p−→ Σn(A) h−→ Σ(P ),

where ι is given by the inclusion of complexes and p is the projection. The complex P
lies in Kb(P). The chain map h is given by the map ∂ : A → P 1−n. More precisely, we 
have Σ(c) ◦ h = Σn(∂), where c : P → Σn−1(P 1−n) denotes the canonical projection.

The following observation will be used frequently.

HomDb(A)(FΣn(A), X) = HomDb(A)(Σn(A), X) = 0. (6.3)

Indeed, by the injectivity of the morphism ∂, X is isomorphic to its good truncation 
τ≥1−n(X). Then we are done by the standard t-structure in Db(A); see [3, Exam-
ple 1.3.2(i)].

We claim that the following diagram commutes.

FΣn(A)

ωn
A

ωP ◦F (h)
Σ(FP )

Σ(δP )

Σn(A) h Σ(P )

Recall the canonical projection c : P → Σn−1(P 1−n). We have

Σ(c) ◦ h ◦ ωn
A = Σn(∂) ◦ ωn

A

= ΣnF (∂) ◦ ωn
A

= ωn
P 1−n ◦ FΣn(∂)

= Σ(δΣn−1(P 1−n)) ◦ ωΣn−1(P 1−n) ◦ FΣn(∂),
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where the second equality uses the pseudo-identity F , and the last uses (6.1) applied to 
P 1−n. On the other hand, we have

Σ(c) ◦ Σ(δP ) ◦ ωP ◦ F (h) = Σ(δΣn−1(P 1−n)) ◦ ΣF (c) ◦ ωP ◦ F (h)

= Σ(δΣn−1(P 1−n)) ◦ ωΣn−1(P 1−n) ◦ FΣ(c) ◦ F (h)

= Σ(δΣn−1(P 1−n)) ◦ ωΣn−1(P 1−n) ◦ FΣn(∂).

We conclude that Σ(c) ◦ h ◦ ωn
A = Σ(c) ◦Σ(δP ) ◦ ωP ◦F (h). Then the claim follows from 

the following observation: the following map

Hom(FΣn(A),Σ(c)) : Hom(FΣn(A),Σ(P )) −→ Hom(FΣn(A),Σn(P 1−n))

is injective, where Hom means the Hom spaces in Db(A). Indeed, the cone of c is 
Σ(σ≥2−nP ). Then the required injectivity follows from

HomDb(A)(FΣn(A),Σ(σ≥2−nP )) = 0.

Applying the above claim and (TR3), we obtain the following commutative diagram 
between exact triangles

F (P )
F (ι)

δP

F (X)
F (p)

θX

FΣn(A)
ωP ◦F (h)

ωn
A

Σ(FP )

Σ(δP )

P
ι

X
p

Σn(A) h Σ(P )

where the morphism θX is necessarily an isomorphism. By (6.3) and [3, Proposition 1.1.9], 
we infer that such a morphism θX is unique.

We have to show that the isomorphism θX is independent of the choice of the complex 
(6.2). Assume that X is isomorphic to another complex

· · · → 0 → B
∂′
→ Q1−r → Q2−r → · · · → Qs−1 → Qs → 0 → · · · (6.4)

with each Qj projective and ∂′ a monomorphism. Then we have the corresponding exact 
triangle

Q
ι′−→ X

p′

−→ Σr(B) h′
−→ Σ(Q)

and the commutative diagram, which defines the isomorphism θ̃X .
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F (Q)
F (ι′)

δQ

F (X)
F (p′)

θ̃X

FΣr(B)
ωQ◦F (h′)

ωr
B

Σ(FQ)

Σ(δQ)

Q
ι′

X
p′

Σr(B) h′

Σ(Q)

We assume without loss of generality that r ≥ n. By HomDb(A)(P, Σr(B)) = 0 and [3, 
Proposition 1.1.9], we have the following commutative diagram.

P
ι

a

X
p

Σn(A)

b

h Σ(P )

Σ(a)

Q
ι′

X
p′

Σr(B) h′

Σ(Q)

Then we have

θX ◦ F (ι) = ι ◦ δP
= ι′ ◦ a ◦ δP
= ι′ ◦ δQ ◦ F (a)

= θ̃X ◦ F (ι′) ◦ F (a)

= θ̃X ◦ F (ι),

where the third equality uses the naturality of δ. We infer that θX − θ̃X factors through 
FΣn(A). Using HomDb(A)(FΣn(A), X) = 0 in (6.3), we infer that θX = θ̃X , as required.

To prove the naturality of θ, we assume that f : X → Y is a morphism. We may 
assume that X is isomorphic to the complex (6.2) and that Y is isomorphic to the 
complex (6.4). Moreover, we may assume that r = n and that the morphism f is given 
by a chain map between these complexes. Consequently, using these assumptions, we 
have a commutative diagram.

P
ι

e

X
p

f

Σn(A)

d

h Σ(P )

Σ(e)

Q
ι′

Y
p′

Σn(B) h′

Σ(Q)

Then using the same argument as above, we infer that

(f ◦ θX) ◦ F (ι) = (θY ◦ F (f)) ◦ F (ι).

Since r = n, we observe that HomDb(A)(FΣn(A), Y ) = 0 as in (6.3). We deduce that 
f ◦ θX = θY ◦ F (f).
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It remains to show that θ : (F, ω) → IdDb(A) is a natural transformation between 
triangle functors, that is, θΣ(X) = Σ(θX) ◦ ωX for each complex X. We observe that the 
following commutative diagram defines θΣ(X).

FΣ(P )
FΣ(ι)

δΣ(P )

FΣ(X)
FΣ(p)

θΣ(X)

FΣn+1(A)
−ωΣ(P )◦FΣ(h)

ωn+1
A

Σ(FΣP )

Σ(δΣ(P ))

Σ(P )
Σ(ι)

Σ(X)
Σ(p)

Σn+1(A)
−Σ(h)

Σ2(P )

Then we have

θΣ(X) ◦ FΣ(ι) = Σ(ι) ◦ δΣ(P )

= Σ(ι) ◦ Σ(δP ) ◦ ωP

= Σ(ι ◦ δP ) ◦ ωP

= Σ(θX ◦ F (ι)) ◦ ωP

= Σ(θX) ◦ ωX ◦ FΣ(ι),

where the second equality uses the fact that δ is a natural transformation between triangle 
functors. It follows that θΣ(X)−Σ(θX) ◦ωX factors through FΣn+1(A) = Σn+1(A). How-
ever, by HomDb(A)(Σn+1(A), Σ(X)) = 0 from (6.3), we infer that θΣ(X) = Σ(θX) ◦ ωX . 
In view of Lemma 5.2, we are done with the whole proof. �

The following is a partial converse of Theorem 6.1.

Proposition 6.2. Let A be a k-linear abelian category with enough projectives. Denote by 
P the full subcategory of projective objects. Assume that each object has finite projective 
dimension. If A is D-standard, then P is K-standard.

Proof. By the assumption, the obvious inclusion functor Kb(P) → Db(A) is an equiva-
lence. Let F be a pseudo-identity on Kb(P). Then F induces a triangle autoequivalence 
F ′ on Db(A) satisfying that F ′(X) � X and F ′|P is isomorphic to the identity functor. 
It follows with a standard argument that F ′|A is also isomorphic to the identity functor. 
Consequently, by Corollary 3.9 F ′ is isomorphic to a pseudo-identity on Db(A). By the 
D-standardness of A, we infer that F ′ is isomorphic to the identity functor on Db(A). It 
follows that F is isomorphic to the identity functor IdKb(P) as a triangle functor. Then 
we are done by Lemma 4.2. �
7. Two examples

In this section, we provide two examples of algebras whose module categories are 
D-standard. In other words, Conjecture 5.11 is confirmed for these examples.
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Throughout, k will be a field. For a finite dimensional algebra A, we denote by A-proj
the category of finitely generated projective left A-modules.

7.1. The dual numbers

Let A = k[ε] be the algebra of dual numbers, that is, A = k1A ⊕ kε with ε2 = 0.

Theorem 7.1. Let A = k[ε] be the algebra of dual numbers. Then the category A-proj is 
K-standard, but not strongly K-standard. Consequently, the module category A-mod is 
D-standard, but not strongly D-standard.

The structure of Kb(A-proj) is well known; see [11,10]. For any n ≤ m, we denote by 
Xn,m the following complex

· · · → 0 → A → A → · · · → A → A → 0 → · · ·

where the nonzero components start at degree n and end at degree m. The unnamed 
arrow A → A is the morphism induced by the multiplication of ε. In particular, Xn,n =
Σ−n(A) is the stalk complex concentrated at degree n.

For n ≤ m, we denote by in,m : Xn,m → Xn−1,m the inclusion map, and by 
πn,m : Xn,m → Xn,m−1 the canonical projection if further n < m. For n ≤ m ≤ l, 
we denote by cn,m,l : Xn,m → Xm,l the following chain map

0 A · · · A A 0

0 A · · · A A 0

Here, as above, the unnamed arrows A → A denote the morphism given by the multi-
plication of ε. We observe the following exact triangle

Xm,m
in+1,m◦···◦im−1,m◦im,m−−−−−−−−−−−−−−−−→ Xn,m

πn,m−−−→ Xn,m−1
cn,m−1,m−1−−−−−−−−→ Xm−1,m−1. (7.1)

We denote by Δn,m the following composition

Xn,m
cn,m,m−−−−−→ Xm,m

im,m−→ Xm−1,m −→ · · · −→ Xn+1,m
in+1,m−−−−−→ Xn,m.

We set Δn,n = cn,n,n.
The following results are well known; compare [10, Lemma 5.1].

Lemma 7.2. The following facts hold.

(1) {Xn,m | n ≤ m} is a complete set of representatives of the isomorphism classes of 
indecomposable objects in Kb(A-proj).
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(2) For n ≤ m and 1 ≤ r, we have Hom(Xn,m, Xn−r,m) = k(in−r+1,m◦· · ·◦in−1,m◦in,m).
(3) For n < m and 1 ≤ r ≤ m − n, we have Hom(Xn,m, Xn,m−r) = k(πn,m−r+1 ◦ · · · ◦

πn,m−1 ◦ πn,m).
(4) For n ≤ m ≤ l, we have Hom(Xn,m, Xm,l) = kcn,m,l if n < m or m < l.
(5) For n ≤ m, we have Hom(Xn,m, Xn,m) = kIdXn,m

⊕kΔn,m, where the endomorphism 
Δn,m is almost vanishing.

(6) The morphisms {in,m, πn,m, cn,m,l | n ≤ m ≤ l} span the k-linear category 
Kb(A-proj). �

Lemma 7.3. Let (F, ω) : Kb(A-proj) → Kb(A-proj) be a pseudo-identity. Assume that 
F (in,m) = λn,min,m and F (πn,m) = μn,mπn,m for any n ≤ m, where λn,m and μn,m are 
nonzero scalars. Then the following statements hold.

(1) For n ≤ m ≤ l, we have

F (cn,m,l) = (λn+1,m · · ·λm−1,mλm,m · μm,m+1 · · ·μm,l−1μm,l)−1cn,m,l.

(2) Assume for each m ∈ Z that ω(Xm,m) = Σ(am + bmΔm,m) with am, bm ∈ k and 
am 	= 0. Then for n < m we have

λn+1,m · · ·λm−1,mλm,mμn,mam = λn+1,m−1 · · ·λm−2,m−1λm−1,m−1. (7.2)

For (1), we observe that if n = m, the coefficients λ’s do not appear; if m = l, μ’s do 
not appear.

Proof. (1) We denote by φ : A → A the morphism induced by the multiplication of ε. 
Then we have that FΣm(φ) = Σm(φ) for m ∈ Z. In view of Lemma 7.2(4), we have that 
F (cn,m,l) equals cn,m,l up to a nonzero scalar. We observe that

Σ−m(φ) = (πm,m+1 ◦ · · · ◦ πm,l−1 ◦ πm,l) ◦ cn,m,l ◦ (in+1,m ◦ · · · ◦ im−1,m ◦ im,m).

Applying F to both sides and using the claim above, we are done.
(2) We apply the triangle functor (F, ω) to the exact triangle (7.1). Then the three 

morphisms in the triangle change up to nonzero scalars. Here, we observe that

ω(Xm,m) ◦ F (cn,m−1,m−1) = am(λn+1,m−1 · · ·λm−2,m−1λm−1,m−1)−1cn,m−1,m−1.

The resulted triangle is still exact. Then we are done by Proposition 2.6. �
Proof of Theorem 7.1. In the proof, we put A = A-proj and T = Kb(A-proj).

Let (F, ω) be a pseudo-identity on T . As above, we assume that F (in,m) = λn,min,m
and F (πn,m) = μn,mπn,m for any n ≤ m. Assume for each m ∈ Z that ω(Xm,m) =
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Σ(am + bmΔm,m) with am, bm ∈ k and am 	= 0. We take nonzero scalars cm such that 
c0 = 1 and am = cm−1(cm)−1. For each complex X, we choose an isomorphism

δX : F (X) = X −→ X = F ′(X)

such that δΣm(X) = c−mIdΣm(X) for any X ∈ A and m ∈ Z, and that

δ(Xn,m) = cm(λn+1,m · · ·λm−1,mλm,m)−1IdXn,m

for any n < m. By assumption, we observe that δ(Xm,m) = cmIdXm,m
.

Using these δX ’s as the adjusting isomorphisms, we obtain a new triangle functor 
(F ′, ω′) such that δ : (F, ω) → (F ′, ω′) is an isomorphism. We observe that F ′ is also a 
pseudo-identity. We claim that F ′(in,m) = in,m and F ′(πn,m) = πn,m. Indeed, the claim 
is equivalent to the following identities:

in,m ◦ δ(Xn,m) = δ(Xn−1,m) ◦ F (in,m), πn,m ◦ δ(Xn,m) = δ(Xn,m−1) ◦ F (πn,m).

The left identity follows from the definition of these isomorphisms δX ’s, and the right 
one follows from (7.2) and the fact that am = cm−1(cm)−1.

Applying Lemma 7.3(1) to F ′, we infer that F ′(cn,m,l) = cn,m,l. Since these morphisms 
span T , by Lemma 2.5 there is a unique natural isomorphism δ′ : F ′ → IdT such that 
δ′(Xn,m) = IdXn,m

. Consequently, there is a natural isomorphism ω′′ : Σ → Σ such that 
(IdT , ω′′) is a triangle functor with δ′ an isomorphism between triangle functors; see 
Lemma 2.3.

We assume that ω′′
(Xn,m) = Σ(an,m + bn,mΔn,m) for an,m 	= 0. We rotate the triangle 

(7.1) to get the following exact triangle

Xn,m
πn,m−−−→ Xn,m−1

cn,m−1,m−1−−−−−−−−→ Xm−1,m−1
t−→ Σ(Xn,m), (7.3)

where t = −Σ(in+1,m ◦ · · · ◦ im−1,m ◦ im,m). Applying the triangle functor (IdT , ω′′) to 
this triangle, we have the following exact triangle

Xn,m
πn,m−−−→ Xn,m−1

cn,m−1,m−1−−−−−−−−→ Xm−1,m−1
an,mt−−−−→ Σ(Xn,m),

where we use Σ(Δn,m) ◦ t = 0. We apply Proposition 2.6 to (7.3) to infer that an,m = 1
for any n ≤ m.

We define scalars fn,m for n ≤ m such that fn,0 = 0 and bn,m = fn−1,m−1 − fn,m. 
By Lemma 2.7 there is a natural isomorphism γ : IdT → IdT such that γ(Xn,m) =
Σ(1 + fn,mΔn,m).

We claim that γ : (IdT , ω′′) → (IdT , IdΣ) is an isomorphism of triangle functors. It 
suffices to prove that the right square in the following diagram commutes; compare 
Lemma 2.4.
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Xn−1,m−1

γ(Xn−1,m−1)

φ
Σ(Xn,m)

γΣ(Xn,m)

Σ(1+bn,mΔn,m)
Σ(Xn,m)

Σ(γ(Xn,m))

Xn−1,m−1
φ

Σ(Xn,m) Σ(Xn,m)

Here, φ : Xn−1,m−1 → Σ(Xn,m) is an isomorphism of complexes whose j-th component 
φj equals (−1)jIdA. The left square commutes by the naturality of γ. We observe that 
φ ◦ Δn−1,m−1 ◦ φ−1 = Σ(Δn,m). Since we have fn−1,m−1 = bn,m + fn,m, it follows that 
the outer diagram commutes. Then we are done with the claim.

We summarize with the following composition of natural isomorphisms between tri-
angle functors

(F, ω) δ−→ (F ′, ω′) δ′−→ (IdT , ω
′′) γ−→ (IdT , IdΣ).

This composition proves that A is K-standard by Lemma 4.2.
The triangle center Z�(T ) is computed in [10, Section 5]. It turns out that the homo-

morphism (3.2) for A is not an isomorphism; see also [11, Lemma 3.2]. By Lemma 4.3, 
A = A-proj is not strongly K-standard. The second statement follows by Theo-
rem 6.1. �
7.2. Another example

Let d ≥ 2. Let A be the algebra given by the following cyclic quiver

1
α1 2

α2 · · · d

αd

with radical square zero. Then A is a Nakayama Frobenius algebra. Denote by es the 
primitive idempotent corresponding to the vertex s. Then the corresponding indecom-
posable projective A-module is Ps = Aes = kes ⊕ kαs. Here, all the lower indices are 
viewed as elements in Z/dZ. For example, we identify P1 with Pd+1.

In what follows, by the unnamed arrow Ps → Ps−1, we mean the left A-module 
homomorphism induced by the multiplication of αs−1 from the right. More precisely, it 
sends es to αs−1, and αs to 0.

To describe the well-known structure of Kb(A-proj), we introduce some notation; 
compare [4, Section 5]. For s ∈ Z/dZ and n ≤ m, we denote by Xs,n,m the following 
complex of A-modules

· · · → 0 → Ps → Ps−1 → · · · → Ps+n−m → 0 → · · · ,

where the nonzero components start at degree n and end at degree m. In particular, we 
have Xs,n,n = Σ−n(Ps).
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We denote by is,n,m : Xs,n,m → Xs+1,n−1,m the inclusion chain map, and by 
πs,n,m : Xs,n,m → Xs,n,m−1 the projection if further n < m. For n ≤ m ≤ l, we have the 
following map cs,n,m,l : Xs,n,m → Xs+n−m−1,m,l

0 Ps Ps−1 · · · Ps+n−m 0

0 Ps+n−m−1 Ps+n−m−2 · · · Ps+n−l−1 0

Here, the only nonzero vertical map is induced by the multiplication of αs+n−m−1 from 
the right.

Lemma 7.4. The following facts hold.

(1) {Xs,n,m | s ∈ Z/dZ, n ≤ m} is a complete set of representatives of the isomorphism 
classes of indecomposable objects in Kb(A-proj).

(2) For n ≤ m and 1 ≤ r, we have Hom(Xs,n,m, Xs+r,n−r,m) = k(is+r−1,n−r+1,m ◦ · · · ◦
is+1,n−1,m ◦ is,n,m).

(3) For n < m and 1 ≤ r ≤ m − n, we have Hom(Xs,n,m, Xs,n,m−r) = k(πs,n,m−r+1 ◦
· · · ◦ πs,n,m−1 ◦ πs,n,m).

(4) For n ≤ m ≤ l, we have Hom(Xs,n,m, Xs+n−m−1,m,l) = kcs,n,m,l.
(5) For n ≤ m, we have Hom(Xs,n,m, Xs,n,m) = kIdXs,n,m

.
(6) The morphisms {is,n,m, πs,n,m, cs,n,m,l | s ∈ Z/dZ, n ≤ m ≤ l} span the k-linear 

category Kb(A-proj). �
For n < m and s ∈ Z/dZ, we observe the following exact triangle

Xs+n−m,m,m
t′−→ Xs,n,m

πs,n,m−−−−→ Xs,n,m−1
cs,n,m−1,m−1−−−−−−−−−→ Xs+n−m,m−1,m−1, (7.4)

where t′ = is−1,n+1,m ◦ · · · ◦ is+n−m+1,m−1,m ◦ is+n−m,m,m.

Lemma 7.5. Let (F, ω) : Kb(A-proj) → Kb(A-proj) be a pseudo-identity. Assume that 
F (is,n,m) = λs,n,mis,n,m and F (πs,n,m) = μs,n,mπs,n,m for each s ∈ Z/dZ and n ≤ m, 
where λs,n,m and μs,n,m are nonzero scalars. Then the following statements hold.

(1) For n ≤ m ≤ l, we have

F (cs,n,m,l) = (λs−1,n+1,m · · ·λs+n−m+1,m−1,mλs+n−m,m,m·
μs+n−m−1,m,m+1 · · ·μs+n−m−1,m,l−1μs+n−m−1,m,l)−1cs,n,m,l.

(2) Assume for s ∈ Z/dZ and m ∈ Z that ω(Xs,m,m) = as,mIdΣ(Xs,m,m) with as,m nonzero 
scalar. Then we have as,m = as′,m for any s, s′. This common value is denoted by am.
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(3) For n < m, we have

λs−1,n+1,m · · ·λs+n−m+1,m−1,mλs+n−m,m,mμs,n,mam (7.5)

=λs−1,n+1,m−1 · · ·λs+n−m+2,m−2,m−1λs+n−m+1,m−1,m−1.

Proof. The proof is similar to the one of Lemma 7.3. Denote by φs : Ps → Ps−1 the above 
unnamed arrow. Recall that FΣm(φs) = Σm(φs) for each m ∈ Z and s ∈ Z/dZ. Then we 
obtain (1). For (2), we apply the naturality of ω to the morphism Σ−m(φs) : Xs,m,m →
Xs−1,m,m and obtain as,m = as−1,m. For (3), it suffices to apply (F, ω) to the triangle 
(7.4). We omit the details. �

The following result is analogous to Theorem 7.1.

Proposition 7.6. Let A be the above algebra given by a cyclic quiver with radical square 
zero. Then A-proj is strongly K-standard, and thus A-mod is strongly D-standard.

Proof. The proof is similar to the one of Theorem 7.1; indeed, it is much easier. We only 
give a sketch. Set A = A-proj and T = Kb(A-proj).

Let (F, ω) be a pseudo-identity on T . We assume that F (is,n,m) = λs,n,mis,n,m and 
F (πs,n,m) = μs,n,mπs,n,m for some nonzero scalars λs,n,m and μs,n,m. Assume that 
ω(Xs,m,m) = amIdΣ(Xs,m,m) for nonzero scalars am; see Lemma 7.5(2). We choose nonzero 
scalars cm such that c0 = 1 and am = cm−1(cm)−1 for each m ∈ Z. For each complex X, 
we fix an isomorphism

δX : F (X) = X −→ X = F ′(X)

such that δΣm(X) = c−mIdΣm(X) for any X ∈ A and m ∈ Z, and that

δ(Xs,n,m) = cm(λs−1,n+1,m · · ·λs+n−m+1,m−1,mλs+n−m,m,m)−1IdXs,n,m

for n < m. As required, we have δ(Xs,m,m) = cmIdXs,m,m
.

We use these isomorphisms δX ’s as the adjusting isomorphisms to obtain a new tri-
angle functor (F ′, ω′), which is still a pseudo-identity. It follows that F ′(is,n,m) = is,n,m
and F ′(πs,n,m) = πs,n,m. Here, the latter identity relies on (7.5). By Lemma 7.5(1), we 
have F ′(cs,n,m,l) = cs,n,m,l. It follows from Lemmas 7.4(6) and 2.5 that there is a natural 
isomorphism δ′ : (F ′, ω′) → (IdT , ω′′) of triangle functors.

We observe that T is a non-degenerate block. We apply Lemma 7.4(5) and Proposi-
tion 2.9 to infer that Z�(T ) = k and that ω′′ = IdΣ. By Lemmas 4.2 and 4.3, we infer that 
A = A-proj is strongly K-standard. The second statement follows from Theorem 6.1. �
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