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Abstract
Regular expression pattern matching is the foundation and core
engine of many network functions, such as network intrusion de-
tection, worm detection, traffic analysis, web applications and so
on. DFA-based solutions suffer exponentially exploding state space
and cannot be remedied without sacrificing matching speed. Given
this scalability problem of DFA-based methods, there has been
increasing interest in NFA-based methods for memory efficient
regular expression matching. To achieve high matching speed us-
ing NFA, it requires potentially massive parallel processing, and
hence represents an ideal programming task on Graphic Proces-
sor Unit (GPU). Based on in-depth understanding of NFA proper-
ties as well as GPU architecture, we propose effective methods for
fitting NFAs into GPU architecture through proper data structure
and parallel programming design, so that GPU’s parallel process-
ing power can be better utilized to achieve high speed regular ex-
pression matching. Experiment results demonstrate that, compared
with the existing GPU-based NFA implementation method [9], our
proposed methods can boost matching speed by 29∼46 times, con-
sistently yielding above 10Gbps matching speed on NVIDIA GTX-
460 GPU. Meanwhile, our design only needs a small amount of
memory space, growing exponentially more slowly than DFA size.
These results make our design an effective solution for memory ef-
ficient high speed regular expression matching, and clearly demon-
strate the power and potential of GPU as a platform for memory
efficient high speed regular expression matching.
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1. Introduction
Regular expression pattern matching is the foundation and core en-
gine of many network functions, such as intrusion detection, worm
detection, traffic analysis, web applications and so on. For instance,
known worm signatures can be each formulated as a regular expres-
sion pattern; if such a regular expression pattern finds a match in
network traffic, an alert of detecting the corresponding worm can
be generated for taking actions accordingly. Besides, regular ex-
pression matching has also found a broad range of applications in
other technological fields such as web, database, text processing,
programming languages and so on.

Given the fundamental importance of regular expression match-
ing, intensive research has been conducted in the past years, in
order to obtain high speed and, no less importantly, memory ef-
ficient solutions. In spite of this long line of research, it is inher-
ently hard to accommodate the two Genies — matching speed and
storage space — into one jar. Specifically, regular expressions are
matched using either deterministic finite automaton (DFA) or non-
deterministic finite automaton (NFA), each having its own merits
and problems.

DFA is guaranteed to process each input character with one state
lookup and transition, as it has precisely one single active state at
any time; this enables DFA to provide fast and stable matching
speed. However, this processing efficiency is achieved at the cost
of exponentially exploding storage space; just a few regular ex-
pression patterns have been sufficient to generate a gigantic DFA
containing hundreds of thousand states. With this exponential ex-
plosion, practical systems can hardly scale with even moderate size
pattern sets; while in practice, real life systems (such as the Snort
intrusion detection system [2]) have already deployed thousands
of patterns, to be matched against network traffic flowing at link
speeds (e.g. 10Gbps OC-192 link speed). To remedy this problem,
numerous methods have been proposed for compressing DFA stor-
age space. Although these research efforts have achieved impres-
sive results [4–7, 10, 11, 16, 17, 19, 23–28], none has been able to
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deflate the exponential explosion of storage space while preserving
the matching speed of original uncompressed DFA.1

Given this scalability problem of DFA-based methods, there has
been increasing potential interest in NFA-based solutions for mem-
ory efficient regular expression matching. Unlike DFA, each NFA
state can have multiple possible transitions on an input character,
and NFA can have multiple states active simultaneously. This non-
deterministic nature enables NFA to represent a pattern set with a
much smaller state space, growing linearly instead of exponentially
with pattern set size. Hence, NFA-based solutions are inherently
memory efficient. However, as each NFA state can go on activating
multiple other states, the NFA can have unpredictably many active
states, on all of which state transitions have to be performed for
an input character. Given that, to achieve high matching speed, it
requires potentially massive parallel processing, and hence repre-
sents an ideal programming task on Graphic Processor Unit (GPU)
[3, 12–15, 18, 22, 29, 30].

Recently, there has been a GPU-based NFA implementation
method called iNFAnt [9] proposed by Cascarano et al. for memory
efficient regular expression matching. While it is memory efficient
like all NFA-based solutions, it has not been able to understand and
exploit some important properties of NFA for potentially drastic
performance boost, as we shall achieve in this work. Consequently,
their method has only been able to match at a few hundred mega-
bits per second, lagging far behind high speed link rates.

In this work, we shall analyze and demonstrate some important
properties of NFA, using real life pattern sets as examples. Based on
this understanding of NFA properties as well as GPU architecture,
we shall conduct in-depth study, both experimental and analytical,
of how NFAs can be best fitted into GPU architecture through
proper data structure and parallel programming design, so that
GPU’s parallel processing power can be fully mobilized to achieve
high speed regular expression matching. In particular, our study
will proceed in three stages, each stage building upon the insights
and design obtained in the preceding stage. In each stage, we shall
figure out through experiments and analysis some key limitations of
the preceding design, and then demonstrate how should we reform
our design so that matching speed can be boosted significantly.

We evaluated the performance of our GPU-based NFA imple-
mentation design using real life pattern sets collected from the
Snort intrusion detection system [2], on NVIDIA GTX-460 GPU.
Experiment results demonstrate that, compared with iNFAnt [9],
our GPU-based solution can boost matching speed by 29∼46 times,
consistently yielding matching speed above 10Gbps. Meanwhile,
compared with exponentially growing DFA state space, our NFA-
based design only needs a very small amount of memory space,
growing exponentially more slowly than DFA size. These results
make our proposed design an effective solution for memory effi-
cient high speed (e.g. 10Gbps OC-192 link speed) regular expres-
sion matching, and clearly demonstrate the power and potential of
GPU as a platform for memory efficient high speed regular expres-
sion matching.

The rest of this paper is organized as follows. We start in Sec-
tion 2 with an introduction of the existing GPU-based NFA imple-
mentation method [9] proposed by Cascarano et al., as well as rele-
vant GPU architecture knowledge. Then in Section 3, the first stage
of our study, we shall reveal through analysis the key drawback of
that design, which motivates our basic design. We present this basic
design and verify its effectiveness through experiment results. The
limitation of this basic design will subsequently be analyzed and

1 In the literature, there are TCAM-based DFA deflation methods [20, 21]
proposing to effectively deflate DFA state space while preserving one mem-
ory lookup per input character. However, TCAM is well known to take
much more hardware expense, power consumption and chip area than
RAM-based computing architectures, which is the focus of this work.

enhanced in the second stage of our study in Section 4, whose ef-
fectiveness will also be verified through experiment results. In the
third stage of our study, we shall figure out the key issues of this
design and culminate our study with the Virtual NFA design in Sec-
tion 5. After evaluating our Virtual NFA design in Section 6, we
conclude the paper in Section 7.

2. State of the art
The entire design of iNFAnt [9] is built upon three data structures
(as shown in Figure 1): NFA transition table, current active state
vector (CASV) and future active state vector (FASV). CASV is a bit
vector where each bit corresponds to a distinct NFA state; if an NFA
state is currently active, its corresponding bit in CASV is set, and is
cleared otherwise. Similarly, FASV is such a bit vector indicating
whether each NFA state will be active after performing relevant
transitions on the current input character. A bit more complex is the
NFA transition table, which is stored as 256 arrays for compressed
storage space, each array consisting of the NFA’s transitions on one
of the 256 possible input characters. For example in Figure 1, the
array corresponding to character a stores the NFA’s transitions on
character a.

As we have discussed in Section 1, NFA-based regular expres-
sion matching can be slow for each individual packet. To achieve
high matching throughput, a bunch of packets are to be matched si-
multaneously, exploiting the massive parallel processing power of
GPU. Each packet is handled by a separate matching process (con-
sisting of a certain number of threads); the NFA transition table is
to be shared by the matching processes of all packets, while the
matching process of each packet has its own CASV and FASV.

Upon these data structures, the matching process of a packet is
carried out by an exclusive set of threads; the number of threads is
equal to the maximum number of NFA transitions in any of the 256
arrays, which is 34 in Figure 1. The entire matching process of a
packet can be viewed as an iterative process; during each iteration,
one input character is matched using the NFA. The process of
matching an input character can be summarized as follows.

Step 1. Each thread uses the input character as an index to locate which
of the 256 arrays (of transitions) to look up. The base address
of the array is obtained.

Step 2. Within the set of threads for matching the same packet, each
thread is assigned a unique thread ID (starting from zero),
which is used by the thread as the offset plus the above obtained
base address to get the corresponding NFA transition stored in
that position in the array. For example in Figure 1, suppose there
are 34 threads working to match a packet; the thread with thread
ID 5 will obtain the sixth NFA transition stored in the transition
array corresponding to input character a.

Step 3. The obtained transition is composed of a source state ID and
a destination state ID, meaning if the source state is active,
the destination state will be active after matching the input
character. Hence, each thread will use the source state ID as an
index into the CASV to find out if the source state is currently
active. If yes, it uses the destination state ID as an index into the
FASV to set the bit belonging to that destination state.

Step 4. After all transitions have been processed, FASV is copied into
CASV, and then cleared for next input character.

In practice, the number of transitions stored in the 256 arrays
can exceed the number of threads we use for each packet; multiple
rounds of the above operations described in step 2 and step 3 can
be conducted to process all transitions in an array. For example in
Figure 1, there can be 34 transitions in an array. If we use one warp
of 32 threads to process a packet, it simply takes two rounds of step
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Figure 1. Data structures of iNFAnt.

2-3 operations to process these 34 transitions. In the sequel, we
shall use a Snort pattern set consisting of 36 regular expression pat-
terns (denoted by Snort36) as an example for illustration; its NFA
can take up to five rounds of these operations to finish matching an
input character.

We start our work with evaluating the performance of this GPU-
based NFA implementation on NVIDIA GTX-460 GPU, using the
Snort36 pattern set. (Details about experiment setup are presented
in Section 6.) The obtained matching speed is 0.26 Gbps, which
is far below needed to keep up with today’s high speed link rates
(e.g. 10Gbps OC-192 link speed). In Section 3, we shall analyze
the design drawbacks of iNFAnt, which motivate our basic design.

3. Basic design
The iNFAnt design has two major drawbacks. Firstly, the number
of NFA transitions on an input character can be large, consuming
a significant amount of computing resources. Especially, as GPU
threads are allocated and launched in warps, each warp consisting
of 32 threads, even more computing resources can be consumed.
For example in Figure 1, there are 34 transitions on input character
a; it will take 64 threads to process. (Actually, this is equivalent to
letting one warp of 32 threads work on it for two rounds.) Secondly,
notice that in step 3 of iNFAnt design, depending on whether the
obtained source state is currently active or not, different threads
may next execute different instructions. In current SIMD GPU
architecture, such execution divergence will make the threads in
one warp proceed in a sequentialized instead of parallel manner,
resulting in severe performance degradation. (In Section 4.3, we
shall present a systematic demonstration and analysis of how our
proposed design eliminates divergence as well as potential conflict
among concurrent threads.)

In light of the above insights, we now propose a different design
that is immune to these problems. Our key motivating observation
is that, while the number of NFA transitions on an input character
can be large, the number of NFA states that can be active simulta-
neously is much smaller. For the NFA of pattern set Snort36, the
number of transitions to be processed for an input character can be
over five times larger than the maximum number of simultaneously
active states. Therefore, while a large number of threads may be
needed to process the transitions in iNFAnt design, it turns out that
most of these threads will find its obtained source state inactive;
their transition processing work is hence wasted. That said, if we
could (somehow) accurately identify and locate those active NFA
states, and make each thread responsible for performing transitions
for one of the active states, the number of threads needed for match-
ing an input character (and hence packet) can be greatly reduced,
leading to significant boost in matching speed.

For that purpose, we maintain an active state array to record
active states, as shown in Figure 2. Just for illustration purpose,
let us say the array consists of 32 elements, each containing the
state ID (Sid) of an active NFA state. A warp of 32 threads are
dedicated for each packet, with the kth thread responsible for the
kth element of the array. Upon receiving an input character, the
kth thread checks the kth element for an active state ID. The
state ID and the input character are combined together to form
a two-dimensional index into the NFA transition table, which is
essentially a two-dimensional array as shown in Figure 2, to obtain
the NFA transitions to be performed.

Then, here comes the problem — into which element of the
active state array should a thread write its obtained destination state
as the new active state? This write operation has to be collision-free
among the 32 threads. Otherwise, if two or more threads write their
destination states into the same element and the destination states
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Figure 2. Data structures of our basic design.

are not the same, some of these new active states will be mistakenly
overwritten by each other.

To solve this problem, we propose to partition NFA states into a
number of compatible groups, such that states in the same compat-
ible group can never be active simultaneously. Then, we can assign
each element in the active state array to a distinct compatible group;
different states in the same compatible group can safely share the
same active state array element, since they cannot be active simul-
taneously and hence cannot be written to that element simultane-
ously. Every NFA state (as the destination state) can be safely writ-
ten into the active state array element assigned to its compatible
group, without worrying about collision. Because even if multiple
threads are writing into the same active state array element, the
destination state they are writing must be the same state; otherwise,
such different destination states can be active simultaneously and
should not have been in the same compatible group.

We mark every NFA state with its compatible group ID, which
is equal to the index of the active state array element assigned to all
the states in that compatible group. Each thread can simply write
its obtained destination state into the active state array element
indexed by the destination state’s compatible group ID.

3.1 Compatibility between NFA states
For partitioning NFA states into compatible groups, we first need
to figure out if two NFA states can be active simultaneously. One
simple solution is to use a 2-dimensional incompatibility table. If
state i and state j can be active simultaneously (which we call in-
compatible, meaning they cannot share the same active state array
element), table entry (i, j) is set true; otherwise, we call them
compatible and table entry (i, j) is set false. Using this incom-
patibility table, compatibility relationship between NFA states can
be discovered with the following iterative breadth-first search algo-
rithm.

Suppose the NFA states are numbered 0, 1, 2, . . ., n-1. At the
beginning, we have n incompatible state pairs in the form of (i,
i), meaning state i is incompatible with itself; these n state pairs
are stored in a queue. Then, during each iteration of the algorithm,
we take out the state pair (i, j) at the head of the queue. For every

possible input character c, we find out the destination state set Di

for state i and the destination state set Dj for state j, respectively.
All the states in Di ∪ Dj can be active simultaneously, meaning
they are incompatible. For every such state pair (i′, j′) in Di ∪Dj ,
if table entry (i′, j′) is not true, we set it true and append (i′, j′)
to the queue. The algorithm terminates when the queue becomes
empty. During each iteration, one state pair is removed from the
queue, while there are n2 distinct state pairs in total and each
state pair enters the queue no more than one time. Therefore, the
algorithm runs for no more than n2 iterations.

If two NFA states i and j are marked incompatible, they are
incompatible, the algorithm has actually followed a string of input
character(s) which can cause the NFA to transition from one certain
state to both i and j. That means i and j can be active simultane-
ously and hence are truly incompatible.

If two NFA states i and j are not marked incompatible, they
are not incompatible. To prove by contradiction, suppose states i
and j can actually be active simultaneously, which means there
exists at least one shortest string w of l input character(s) that
can cause the NFA to transition from the start state q0 to both
i and j. Now consider a sequence Si = {q0, i1, i2, . . . , il=i}
of states traversed by the NFA in processing this shortest string,
starting from the start state q0 and ending in state i. In parallel,
there is also such a sequence Si = {q0, j1, j2, . . . , jl=j} for state
j. Pairing the counterpart states in these two sequences gives us a
sequence of state pairs, Si = {(q0, q0), (i1, j1), (i2, j2), . . . , (il=i,
jl=j)}, traversed by the NFA. Obviously, no state pair can appear
twice in this sequence. Because that means the input string can be
further reduced into a shorter string and can still cause the NFA
to transition from the start state to both i and j. Since there are
n2 distinct state pairs in total, the sequence contains at most n2

state pairs, meaning the shortest input string contains at most n2-1
characters. As the breadth-first search algorithm can run as many
as n2 iterations, processing one character during each iteration,
the algorithm must be able to find out such a shortest string and
hence mark state i and state j as incompatible. It is thus proven by
contradiction that state i and state j are truly compatible.
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Figure 3. NFA for matching ab.*cd and ef.*gh.

For example, consider two regular expressions, ab.*cd and
ef.*gh. The first expression defines a pattern where ab is followed
by cd, with zero or more arbitrary characters between them. The
second expression defines a similar pattern. The NFA for matching
these two regular expressions is shown in Figure 3. Its incompati-
bility table is given in Table 1.

0 1 2 3 4 5 6 7 8
0

√ √ √ √ √ √ √ √ √

1
√ √ √ √

2
√ √ √ √

3
√ √ √ √ √ √ √ √ √

4
√ √ √ √ √ √ √ √ √

5
√ √ √ √

6
√ √ √ √

7
√ √ √ √

8
√ √ √ √

Table 1. Incompatibility table of the NFA in Figure 3.

3.2 Compatible group
With this compatibility relationship between NFA states available,
we use a graph theoretic algorithm to partition NFA states into com-
patible groups. Every NFA state is represented by a distinct vertex;
if two NFA states are incompatible, they are connected by an edge.
Therefore, a compatible group of states form an independent set
in this graph. Our algorithm proceeds in an iterative manner; in
each iteration, one independent set of vertices (i.e., states) are ob-
tained and removed from the graph, leaving a residual graph for
subsequent iterations. Once all vertices have been removed from
the graph, all NFA states have been partitioned into the obtained
independent sets (i.e., compatible groups).

Next, we describe the algorithm for obtaining an independent
set during each iteration. This algorithm is also an iterative algo-
rithm. During each iteration of this algorithm, we pick an edge con-
necting two vertices u and v such that the sum of u’s degree and v’s
degree (in the residual graph) is the largest (among all edges in the
residual graph); u and v are temporarily removed from the residual
graph. If the remaining graph is an independent set, it is taken as
the new independent set. One possible case in this algorithm is, af-
ter temporarily removing an edge (u, v), all vertices in the residual
graph have been removed and hence the obtained independent set
is actually an empty set. In this case, we shall take {u} and {v}
as two new independent sets. Finally, we check if some previously
picked vertices can also be added into the new independent set(s),
and do so if possible. The remaining vertices of those picked edges
will form the new residual graph, from which the next independent
set will be obtained.

For example, consider the NFA in Figure 3. In the constructed
graph for partitioning into compatible groups, states 0, 3 and 4 are
connected with each other and hence form a 3-clique; they are also

connected with the other six states, while the other six states are
not connected with each other. The NFA states are partitioned into
compatible groups (i.e., independent sets) as follows.

• Independent Set 1: In this initial graph, any one of the following
three edges can be picked first: (0, 3), (0, 4) and (3, 4). Without
loss of generality, suppose we pick edge (0, 3) and temporarily
remove it from the graph. In the remaining graph, every edge
is incident to state 4. Again, we assume without loss of gener-
ality that edge (4, 1) is picked and temporarily removed. The
remaining vertices — {2, 5, 6, 7, 8} — now form an indepen-
dent set. Finally, we find that among the four vertices temporar-
ily removed, state 1 can actually be added into this obtained
independent set, which we do. Thus, the residual graph will be
composed of states 0, 3 and 4, forming a 3-clique.

• Independent Set 2: In the residual 3-clique, assume again with-
out loss of generality that edge (0, 3) is picked; state 4 as the
only remaining vertex forms an independent set. The residual
graph is now edge (0, 3) alone.

• Independent Set 3 & 4: After we pick the only edge (0, 3), there
is no other vertex left. Hence, we shall take {0} and {3} as two
new independent sets.

The entire NFA is thus partitioned into four compatible groups:
{1, 2, 5, 6, 7, 8}, {0}, {3} and {4}.

3.3 Matching operations
Compared with iNFAnt, the entire process of matching an input
character is quite simple for each thread in our design, and can be
summarized as follows. (Detailed issues including data structures,
memory layout, conflict and divergence will be discussed in Sec-
tion 4.)

Step 1. Each thread reads in the next input character from the packet it
is processing.

Step 2. Each thread obtains the current active state ID stored in its
assigned active state array element, and clear that element for
properly recording the new active state.

Step 3. Each thread combines the obtained active state ID with the
input character to form a two-dimensional index into the NFA
transition table (stored in GPU’s texture memory), in order to
obtain the destination state(s) it should write into the active state
array as new active state(s).

Step 4. For each destination state obtained, the thread writes the desti-
nation state into the active state array element corresponding to
the destination state’s compatible group ID.

Step 5. Finally, each thread checks if the obtained destination state is
an accepting state. If it is, a local flag is set to indicate that
the packet being processed has matched the regular expression
pattern represented by that accepting state. For example in
Figure 3, accepting states 7 and 8 represent matching of patterns
ab.*cd and ef.*gh, respectively.

If the number of compatible groups and hence the number of
active state array elements exceed the number of threads in a warp
dedicated to processing each packet, which is 32, the 32 threads
can simply repeat step 2-5 for more rounds. The only adjustment
needed is that, during the kth round, the index of the active state
array element read/written by the ith thread is (k − 1) × 32 + i.
For ease of discussion, we shall refer to the operations in step 2-5
as state transition operations.

This design is not only simpler than iNFAnt, in terms of both
data structures and matching operations, but also much more effi-
cient. On Snort36, the matching speed obtained by our design is
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1.38 Gbps, about five times the matching speed of iNFAnt. In our
experiments, we observed that for an input character, the number
of NFA transitions to be processed in iNFAnt can be five times the
number of compatible groups in our design.2 This well explains the
5× speedup achieved by our design. It also verifies the validity of
our analysis of iNFAnt’s design drawbacks, as well as the motivat-
ing ideas underlying our design.

3.4 Discussion
In fact, the idea of splitting NFA states into compatible groups
can be generalized to help boost the performance of other GPU-
based parallel applications as well. In particular, every parallel
application is composed of a set of concurrent tasks. In NFA-
based regular expression matching, each task consists of the state
transition operations to be performed for individual NFA states. At
a certain moment, each task may and may not need to be performed,
depending on some condition. In NFA-based regular expression
matching, this task-specific condition is whether each individual
NFA state is active or not. According to this condition, we can
group these tasks into compatible groups, each consisting of tasks
that need not be performed simultaneously. It suffices to allocate
an exclusive thread for each compatible group of tasks (like in
our design), instead of allocating an exclusive thread for each task
(like in iNFAnt’s design). As a result, the parallel application’s
performance can be effectively boosted.

4. Memory layout and optimizations
In this section, we shall describe the detailed data structures of our
basic design, as well as their memory layout and the operations on
them. Through in-depth analysis and experiments, we shall present
effective optimizations that will significantly boost the performance
of our design. Moreover, we shall also analyze potential conflict
and divergence among threads, and demonstrate how they are elim-
inated from our design through optimized implementation.

4.1 NFA transition table
In our basic design, the NFA transition table is simply implemented
as a two-dimensional array, stored in GPU’s texture memory. Each
table entry is defined as an int4 type, composed of four internal
elements named w, x, y and z, respectively. Each internal element
is 32-bit int type, encoding a distinct destination state. In CUDA,
such a 128-bit int4 type NFA transition table entry can be fetched
with one single memory access.

Within each 32-bit internal element encoding a destination state,
the least significant two bytes are used to record the destination
state’s state ID, supporting 65,536 NFA states, which have been
more than enough for practical pattern sets. Within the most signif-
icant two bytes of the internal element, the least significant five
bits are used to encode the destination state’s compatible group
ID, giving us 32 compatible groups (corresponding to a warp of
32 threads); the most significant bit is used to indicate whether the
destination state is an accepting state; the middle 10 bits are unused
for now.

With this simple data structure design, we can allow every NFA
state to have up to four destination states on a given input character.
In our experiments, we have never found any NFA state that has
more than four destination states on any given input character.
Nevertheless, in our final design presented in Section 5, we shall
address the theoretically possible case where an NFA state can have
more than four destination states on a given input character.

To handle the realistic case where there are less than four desti-
nation states in an NFA transition table entry, we introduce a dumb

2 Note that the number of compatible groups can be larger than the maxi-
mum number of simultaneously active states.

state into the NFA. If an NFA transition table entry contains less
than four destination states, we shall add some dumb states to fill
up the int4 type table entry. For example, for a table entry with
two real destination states, we can record them as w and x, respec-
tively; then, we record a dumb state into y and z, respectively. The
dumb state has transitions on all possible input characters, leading
back to the dumb state itself. We implement the dumb state like a
real NFA state and assign it to a compatible group according to the
algorithm described in Section 3.

4.2 Active state array
Each warp (consisting of 32 threads) maintains its own active state
array (consisting of 32 elements), stored in GPU’s shared memory.
Each active state array element is also 32-bit int type, the same as
the four destination states stored in each NFA transition table entry,
since destination states are stored in active state array elements.

4.3 Conflict and divergence
Next, we analyze the operations involved in our design, demon-
strating how potential conflict and divergence are solved through
optimized implementation. As described in Section 3, the opera-
tions involved in processing an input character are as follows.

Step 1. Obtain the next input character. Input characters are
obtained in two stages: (1) from global memory to shared memory;
(2) from shared memory to each thread. During the first stage,
all the 32 threads in a warp read the same 32-byte packet slice,
each thread reading a different byte in the 32-byte slice; there is no
conflict. All the threads execute the same read operation, except the
target addresses are different; there is no divergence, either. After
the first stage, a slice of 32 characters are transferred from global
memory to a buffer in the shared memory, to be read and processed
in the second stage. The second stage consists of 32 rounds of state
transition operations, processing one character from the buffer in
each round. During each round, all the 32 threads in a warp read
the same next character from the buffer in shared memory. There is
no divergence, and the same byte in shared memory can be read by
all the threads simultaneously without conflict.

Step 2. Obtain the current active state. Each thread reads the
current active state ID stored in its assigned active state array
element, and clears that element for properly recording the new
active state. There is neither divergence nor conflict.

Step 3. Obtain the destination states. Each thread combines
the current active state ID with the input character to form a two-
dimensional index into the NFA transition table, in order to obtain
the destination state(s) it will write into the active state array as new
active state(s). Here, notice that not all active state array elements
will contain a valid active NFA state; for example, the entire NFA
may have only one state active at that moment and many active
state array elements simply do not contain any valid active NFA
state. To avoid divergence, even if a thread does not obtain a valid
NFA state ID from its active state array element, it still must index
into the NFA transition table and read out some table entry, just like
a thread that has obtained a valid active state ID. For that purpose,
as the “clear” operation after reading from the active state array
element, we can let each thread put the dumb state into its active
state array element. If no new active state is subsequently written
into that element, during the next round the thread will read out this
dumb state as its active state. Since the dumb state is physically
stored in the NFA transition table like a real state, it allows the
thread to perform subsequent state transition operations as if the
obtained dumb state is a real NFA state. Even if multiple threads
all obtain the dumb state as their current active state and hence read
the same NFA transition table entry simultaneously, there will not
be conflict. Because GPU will coalesce these read requests into one
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Figure 4. Packet storage layout in global memory.

single read request, before issuing the read operation to the texture
memory.

Step 4. Update the active state array. Each thread writes ev-
ery obtained destination state into the active state array element
assigned to that destination state’s compatible group. There is no
divergence, since each thread obtains precisely four destination
states, possibly including dumb states, and the dumb state is phys-
ically stored in the NFA transition table as well. As to conflict, it
is possible that two threads may write their destination states into
the same active state array element simultaneously. On one hand,
note that the two destination states being written will be active si-
multaneously; on the other hand, the two destination states being
written into the same active state array element means they are in
the same compatible group. Therefore, the only possibility is that
the two destination states are the same state. The active state ar-
ray is stored in GPU’s shared memory. Such concurrent writes can
proceed simultaneously, while only one of the concurrent writes
will go through. Since the concurrent writes are writing the same
destination state into the same active state array element, it does
not matter which one goes through. Thus, no cost is paid for this
collision.

Step 5. Record pattern matching information. As the last step,
each thread checks if the obtained destination state is an accepting
state. If it is, a local flag is set to indicate that the packet being
processed has matched the pattern represented by that accepting
state. As the 32-bit encoding of the destination state contains a bit
indicating whether the destination state is an accepting state, we can
simply let each thread write that indicator bit into a local flag. To
avoid conflict, each thread is allocated a local flag of its own, stored
in shared memory for fast access. Since all the threads execute

the same write operation into their own flag, there is no conflict
or divergence. Finally, after the entire packet has been processed,
the local flags will be transferred to global memory for subsequent
processing. For each packet, if any one of the threads has its flag set,
it means the packet has matched some pattern and hence requires
subsequent further processing.

4.4 Input packets
In our basic design, incoming packets are simply stored sequen-
tially (in GPU’s global memory), one after one in order of arrival,
as shown in Figure 4(a). All the 32 threads in a warp read the same
next byte simultaneously, since they are supposed to work on this
same byte. GPU will coalesce their read requests for this same byte
in global memory into one single request for that byte, before issu-
ing to the global memory.

However, GPU is actually able to perform even more power-
ful coalescence. Specifically, GPU manages its global memory as
aligned 128-byte blocks, each block having the same size as a cache
line. With every single global memory read operation, GPU can
fetch such a 128-byte block out of the global memory and store it
into a cache line for subsequent quick access. Therefore, GPU actu-
ally combines all read requests targeting within the same 128-byte
block into one request.

Given that, we modify packet storage layout in global memory
to better exploit this feature of GPU architecture. In particular, we
partition every packet into 32-byte slices (with padding if needed).
Slices from different packets are interweaved together, so that a
128-byte block in global memory is likely (although not necessar-
ily) composed of four slices from four different packets, as shown
in Figure 4(b). Then in our program, the 32 threads within a warp
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each reads a different byte from the same 32-byte slice, using their
thread ID as offset inside the slice. These 32 concurrent read re-
quests are coalesced into one request for the block containing that
slice, and the 32 bytes read out of global memory are then stored in
the shared memory, to be processed in the next 32 rounds of state
transition operations.

GPU achieves high computing performance through inherent
massive parallelism, by processing a large number of packets con-
currently. A large number of warps will be running concurrently
inside GPU. By mixing slices from different packets into 128-byte
blocks, after one of the four packet slices is fetched by the warp
responsible for processing that packet, the entire 128-byte block
is stored into a cache line; it increases the chance that the warps
fetching the other three packet slices in the same block will find
their slices already in the cache line. Consequently, computing per-
formance can be effectively boosted. For example, the matching
speed achieved by our design on Snort36 is raised from 1.38 Gbps
to 4.01 Gbps, a 3× speedup.

Packet slicing and interweaving as described above are done by
CPU, which transmits 32-byte slices from different packets to GPU
in interweaving order. Before slicing and transmitting packets to
GPU, CPU can sort packets (in order of arrival) into four queues.
For example, suppose there are eight packets, which are originally
stored sequentially as shown in Figure 4(a). After sorting them into
four queues, CPU transmits the first 32-byte slice from each queue
to GPU, then the second slice from each queue to GPU, and so on,
leading to the storage layout as shown in Figure 4(b), where each
row is a 128-byte block.

4.5 Discussion
The idea of interweaving slices of different packets into the same
128-byte block can also be generalized to boost performance of
other GPU-based parallel applications. On one hand, parallel ap-
plications achieve high computing performance through massive
parallelism; many warps run at the same time. On the other hand,
GPU has a fixed number of cache lines. Thus, if we can preload data
of more warps into the fixed number of cache lines, more (concur-
rently running) warps will benefit from higher cache hit ratio. In the
example of our regular expression matching application, the data
of each warp is the packet to be processed by that warp; the way
to load data of more warps into cache is to make data of different
warps share the same 128-byte block, by slicing and interweaving
data of different warps. In other GPU-based parallel applications,
data of different warps can be similarly sliced and interweaved for
improved performance.

5. Virtual NFA
Thus far, we have stuck to the simplistic design principle of dedi-
cating a whole warp of 32 threads to processing every single packet,
without worrying about the following realistic issues.

• Firstly, if an NFA can never have 32 compatible groups, some
of the 32 threads in a dedicated warp will be running in vain,
which means wasted computing power.

• Secondly, if an NFA can have more than 32 compatible groups,
the 32 threads in a dedicated warp will need two or more rounds
of state transition operations to finish processing an input char-
acter. Again, this means degraded matching performance.

• Thirdly, each NFA transition table entry is assumed to contain
at most four destination states, nicely fitting into the int4 data
type. However, this assumption may and may not be the case
in practice. How can we handle more than four destination
states residing in one table entry, or prevent such cases from
happening?

In this section, we present a more elaborated design that is able
to address all these issues, by transforming an original NFA into a
virtual NFA whose states can be partitioned into a small fixed num-
ber of, say K, compatible groups (K = 4 in our design); each com-
patible group is still handled by one separate thread. After transfor-
mation into such a virtual NFA, no matter how many compatible
groups are needed for the original NFA, we can always process a
packet using K threads and one round of state transition opera-
tions for each input character, leading to fast and stable matching
speed. This will address the first two issues discussed above. Fur-
thermore, by using K threads for each packet, instead of using all
the 32 threads in a warp for one single packet in our basic design,
b 32

K
c packets instead of one packet can be processed by a warp of

32 threads simultaneously. In our design where K = 4, eight pack-
ets can be processed by a warp of 32 threads simultaneously. As a
result, further multiplied matching speed can be achieved.

Finally, if we transform into such a virtual NFA that only K = 4
compatible groups are needed, we will be able to ensure that at
most K = 4 states can be active simultaneously in the virtual
NFA. Since destination states residing in the same NFA transition
table entry can obviously become active simultaneously, having at
most four simultaneously active states directly means none of the
virtual NFA’s transition table entries can contain more than four
destination states. Thus, the third issue discussed above will be
solved as well.

The entire process of transforming an original NFA into a vir-
tual NFA is composed of two stages: (1) grouping original NFA
states into compatible groups; (2) combining compatible groups
into K compatible super groups. The first stage has been described
in Section 3. In the rest of this section, we shall present our detailed
solution for the second stage. First of all, combining multiple com-
patible groups into one super group immediately raises a question:
now multiple states in a super group can be active simultaneously,
how can we transform the super group into a compatible one where
at most one of its states can be active at any time, so that it can
still be properly handled using one active state array element and
one single thread? We answer this question in Section 5.1, with the
notion of virtual state. Based on that, we shall then present in Sec-
tion 5.2 an algorithm for combining compatible groups into such
compatible super groups. Finally in Section 5.3, we describe rele-
vant adjustment to the basic design for efficient implementation of
the virtual NFA design.

5.1 Virtual state
Suppose multiple compatible groups are combined into one super
group. Now, two different states (say X and Y ) within this super
group, originally from two different compatible groups, can be ac-
tive simultaneously. In this case, our basic design may not be able
to preserve proper operation of the NFA. Because on an input char-
acter, there can be two active states A and B that lead to destination
states X and Y , respectively, while X and Y are combined into the
same super group. The threads responsible for processing A and B
will then try to write X and Y into the same active state array el-
ement assigned to their super group. Consequently, either X or Y
will be lost due to this collision.

Therefore, we need a solution for uniquely representing the
status of such a super group, in terms of which states in this super
group are currently active. For that, we think of each distinct status
of the super group as a distinct virtual state of the super group.
By replacing the original NFA states in this super group with such
virtual states representing all possible combinations of active states
in the super group, the super group will be transformed into a
compatible group where at most one of its virtual states can be
active at any time.
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Just for illustration purpose, let us suppose all the nine NFA
states in Figure 3 are somehow allocated to the same super group.
Each virtual state of this super group represents a set of active states
in this super group. For instance, if states 0 and 2 are active in the
NFA in Figure 3, the virtual state at that point is the active state
set {0, 2}. We encode every virtual state of the super group as a
bit vector that is unique within the range of this super group. The
super group’s bit vector is composed of smaller bit vectors, each
representing the sole active state within a distinct compatible group
that has been combined into that super group.

To encode a compatible group of m states, we only need a bit
vector of dlog(m + 1)e bits; because at most one of the states in
a compatible group can be active at any time. We assign to each
state a unique internal ID within the compatible group (starting
from 1). The bit vector being all zero means none of the states in
this compatible group is currently active; otherwise, the bit vector
records the internal ID of the sole active state in that compatible
group.

Suppose the nine NFA states are grouped into four compati-
ble groups — {0}, {3}, {4} and {1,2,5,6,7,8} — that are com-
bined into one single super group. Within the compatible group
{1,2,5,6,7,8}, states 1, 2, 5, 6, 7 and 8 are assigned 1, 2, 3, 4, 5
and 6 as their internal ID, respectively. Internal ID 0 is reserved
for the situation that none of the states is active. (This is why the
number of bits in the bit vector is dlog(6 + 1)e instead of dlog6e,
although they do not make any difference in this particular exam-
ple.) If states 0 and 2 are currently active in this super group, the bit
vector encoding the virtual state representing active state set {0, 2}
will be 1 0 0 010, composed of the four smaller bit vectors en-
coding its four composing compatible groups. The first single-bit
vector indicates state 0, the only state in compatible group {0}, is
currently active; the next two single-bit vectors similarly indicate
that states 3 and 4 are not active; the last 3-bit vector 010 indicates
that state 2 in compatible group {1,2,5,6,7,8} is currently active. It
is clear that any virtual state of this nine-state super group can be
uniquely represented by such a 6-bit vector.

In general cases, compatible groups of an NFA can be combined
into up to four such super groups. To assign to each virtual state
a state ID that is unique within the entire NFA, we can sort the
super groups in non-increasing order of their size; within each
super group, virtual states can be sorted in lexicographic order of
the bit vectors encoding the virtual state. Then in this sorted list
of all virtual states, the kth virtual state can be assigned state ID
k-1, which is clearly unique within the entire NFA. At this point,
the NFA is composed of these virtual states instead of the original
NFA states, and hence is referred to as a virtual NFA. Each virtual
state’s state ID can be used as the row number of this virtual state
in the virtual NFA’s transition table, just like the original NFA.

In this virtual NFA, every super group is now a compatible
group — at most one virtual state of each super group can be active
at any time. Consequently, we can safely assign to each compatible
super group one active state array element and one thread, just like
we allocate to each compatible group one active state array element
and one thread in our basic design. Proper operation of the virtual
NFA is thus achieved with the same mechanism as our basic design.

5.2 Combining into super groups
Suppose the states of an original NFA are partitioned into n com-
patible groups, following the method described in Section 3. We
now proceed to combine these n compatible groups into K su-
per groups, which will then be transformed into compatible super
groups of virtual states as described in Section 5.1.

In principle, the way we group these n groups into K super
groups will not directly affect matching speed. However, it can
have considerable impact on the total number of virtual states, and

hence storage space of the virtual NFA. To minimize the virtual
NFA’s state space, we want to minimize the length of the bit vector
encoding individual super groups. To achieve this objective, we
sort the n compatible groups in decreasing order of their size.
We allocate the largest compatible group to the first super group.
Then, note that every time we add a compatible group into a super
group, the bit vector encoding that super group is appended with
the bit vector encoding the joining compatible group. Therefore,
we add each remaining compatible group to the super group whose
encoding bit vector is currently the shortest.

Just for illustration, suppose we are to use K = 2 super groups
for the example NFA in Figure 3. The NFA, as described in Sec-
tion 3.2, is partitioned into four compatible groups. We first allo-
cate the largest compatible group, {1, 2, 5, 6, 7, 8}, to the first
super group. Then, we keep allocating the remaining three compat-
ible groups to the second super group, since its bit vector is always
shorter than the bit vector of the first super group. Consequently, the
bit vectors of both super groups are 3-bit long. In total, the virtual
NFA is thus composed of 2× 23 = 16 virtual states.

5.3 Memory layout and state transition
Unlike in the basic design, where every warp of 32 threads are
dedicated to a single packet, we hereby allocate 4 threads for each
packet only, having 8 packets share the 32 threads in each warp.
Accordingly, we partition every packet into 4-byte slices (with
padding if needed). To interweave slices from different packets
together, CPU sorts packets (in order of arrival) into 32 queues;
then, CPU keeps transmitting the next 4-byte slice from each queue
to GPU, producing an interweaved storage layout where each 128-
block of GPU’s global memory is composed of 4-byte slices from
the 32 queues.

Then in our program, the 32 threads in a warp each reads a dif-
ferent byte from the 4-byte slice of its packet; the kth thread reads
the (((k−1) mod 4)+1)th byte in the 4-byte slice of the dk/4eth
packet. The 32 read requests are coalesced into one read request for
the contiguous 32-byte region within a 128-byte block of GPU’s
global memory. The eight slices are read out with one single mem-
ory access and then stored in the shared memory. During each of
the following four rounds of state transition operations, one byte
from each of the eight slices will be processed by the four threads
responsible for the packet where that slice is from.

To perform state transition for an input byte, the kth thread
reads the virtual state stored in the kth active state array element,
and clear that element for properly recording the new active virtual
state. Then, each thread uses the obtained active virtual state ID
and the input character as a two-dimensional index to obtain the
destination virtual states from the virtual NFA’s transition table. For
each destination virtual state obtained by the kth thread, suppose
it belongs to the lth compatible super group where 1 ≤ l ≤ 4;
corresponding to that super group is the (4 × b(k − 1)/4c + l)th
active state array element, into which the destination virtual state is
written.

With this virtual NFA design using four compatible super
groups and hence four threads for each packet, we achieved 12.50
Gbps matching speed on Snort36, representing a 3× speedup com-
pared with the design in Section 4.

6. Experiments
We evaluated the performance of our GPU-based NFA implemen-
tation method using real life pattern sets collected from the Snort
intrusion detection system [2], packet traces generated using the
workload generator introduced in [8] and NVIDIA GTX-460 GPU.
We evaluated our proposed method through experiments based on
six Snort pattern sets and compared with iNFAnt [9]. Characteris-
tics of the pattern sets and packet traces are reported in Section 6.1.
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Snort16 Snort23
pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95 pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95

Virtual NFA (Gbps) 13.08 13.93 13.17 12.41 13.36 13.23 13.42 13.01
iNFAnt (Gbps) 0.44 0.38 0.36 0.33 0.43 0.37 0.34 0.31

Virtual NFA/iNFAnt Speedup 29.39 35.98 36.01 36.52 29.95 34.01 39.18 40.91
Snort24 Snort27

pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95 pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95

Virtual NFA (Gbps) 13.20 12.52 12.43 12.32 13.15 12.34 10.28 10.08
iNFAnt (Gbps) 0.43 0.39 0.34 0.31 0.43 0.39 0.31 0.28

Virtual NFA/iNFAnt Speedup 30.37 31.76 36.15 38.59 30.30 31.62 32.55 35.33
Snort34 Snort36

pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95 pM = 0.05 pM = 0.35 pM = 0.65 pM = 0.95

Virtual NFA (Gbps) 13.12 13.79 12.04 12.52 13.18 13.99 12.99 12.50
iNFAnt (Gbps) 0.42 0.36 0.32 0.29 0.41 0.33 0.30 0.26

Virtual NFA/iNFAnt Speedup 31.08 37.43 37.24 42.38 31.73 42.22 42.01 46.31

Table 2. Matching speed.

Matching speed results are reported in Section 6.2. Storage space
results are reported in Section 6.3.

6.1 Experiment setup
As shown in Table 3, the six Snort pattern sets used in our experi-
ments are diverse in nature. Some pattern sets are relatively simple,
while some others are much more complex. Consequently, in terms
of inflation ratio (i.e., DFA size divided by NFA size), their DFAs
are larger than their NFAs by 15.51 times to 281.22 times; their
DFAs consist of 13,825 states to 190,951 states.

DFA size NFA size DFA/NFA inflation

Snort-16 67,682 447 151.41
Snort-23 32,518 518 62.77
Snort-24 13,886 575 24.14
Snort-27 106,452 499 213.33
Snort-34 13,825 891 15.51
Snort-36 190,951 679 281.22

Table 3. Characteristics of pattern sets.

Workloads to be used as input character stream are generated for
each individual pattern set, respectively, using the workload gener-
ator proposed in [8]. Every workload is generated as a byte stream,
according to a specified parameter pM . When generating the next
byte, it is chosen with probability pM such that the byte will lead
away from the start state (of the pattern set’s finite automaton); with
probability 1−pM , the next byte is chosen randomly. After a work-
load is generated by the workload generator, we partition the work-
load into 1KB segments, each segment representing the payload of
a packet.

For each pattern set, we generated four types of workloads using
pM = 0.05, pM = 0.35, pM = 0.65 and pM = 0.95, respectively.
Each generated workload is 280KB in length. For each pM value,
we generated a number of such workloads and combine them into
a single large workload, which is 256MB in size and divided into
256K packets. In total, 24 such large workloads are generated.

6.2 Matching speed
We run our virtual NFA design and iNFAnt3 on each of the 24
workloads, and report the matching speed results in Table 2. 4,096

3 The authors of iNFAnt[9] proposed a multi-striding technique for accel-
erating iNFAnt, by processing multiple bytes per state transition. However,

blocks, each consisting of 256 threads, are employed for each
workload. Here, matching speed is calculated by dividing workload
size with the time taken to finish matching the workload.4 As we
can see, on all pattern sets and parameter settings, our virtual NFA
design consistently achieves matching speed above 10Gbps (OC-
192 link rate). Compared with iNFAnt, our virtual NFA design can
boost matching speed by 29∼46 times.

6.3 Memory space
To compare the scalability our virtual NFA design with DFA-based
methods, we conducted a series of experiments to reveal the growth
trend of virtual NFA size. For a pattern set (which in this case is
Snort-36 whose DFA is the largest) consisting of n patterns, we
generated a series of dn/4e subsets. The kth subset consists of
the first MIN(4k, n) patterns of the original pattern set. For each
subset, we measured the number of states in the virtual NFA and
the DFA, respectively. Then, we plot the results in Figure 5, where
the X-axis represents the number of virtual NFA states and the Y-
axis represents the number of DFA states. As we can see, the virtual
NFA size tends to grow exponentially more slowly than the DFA
size, demonstrating much better scalability.

We also measured the storage space needed for implement-
ing the pattern sets. The virtual NFA transition tables of Snort16,
Snort23, Snort24, Snort27, Snort34 and Snort36 use 3.02MB,
6.5MB, 3.06MB, 12.5MB, 6.13MB and 14MB, respectively.5 As
virtual NFA transition tables are stored in inexpensive texture mem-
ory (which has up to 1GB capacity on NVIDIA GTX-460 GPU),
these memory space requirements incur very low cost.

through private communication we have confirmed with the authors that
their experiments reported in [9] are actually erroneous and the proposed
multi-striding technique is not as practical as demonstrated by the exper-
iment results in [9]. Therefore, we compared our design with their basic
iNFAnt design, where one byte is processed per state transition.
4 The experiment results did not include the time spent on constructing
virtual NFAs. Because the goal is to boost matching speed. Virtual NFA
construction is a one time cost; after the virtual NFA is constructed, we will
not need to pay this cost again during the matching process, until the regular
expressions change (which may not happen over days/months).
5 For these virtual NFAs, we are able to use 64-bit short4 type instead of
128-bit int4 type for their transition table entry.
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Figure 5. Growth trend of virtual NFA size.

7. Conclusions
In this work, we analyzed and demonstrated some important prop-
erties of NFA, using real life pattern sets as examples. Based on
this understanding of NFA properties as well as GPU architecture,
we conducted in-depth study, both experimental and analytical, of
how NFAs can be best fitted into GPU architecture through proper
data structure and parallel programming design, so that GPU’s par-
allel processing power can be effectively mobilized to achieve high
speed regular expression matching. The three pivot ideas of our
design include compatible group, packet interweaving and trans-
forming the original NFA into our proposed virtual NFA.

We evaluated the performance of our virtual NFA design us-
ing real life pattern sets collected from the Snort intrusion detec-
tion system [2], on NVIDIA GTX-460 GPU. Experiment results
demonstrate that, virtual NFA can achieve 29∼46 times speedup,
consistently yielding over 10Gbps matching speed. Meanwhile,
compared with DFA size, our virtual NFA design only needs a
very small amount of memory space, growing exponentially more
slowly than DFA size. These results make our virtual NFA de-
sign an effective solution for memory efficient high speed (e.g.
10Gbps OC-192 link speed) regular expression matching, and
clearly demonstrate the power and potential of GPU as a platform
for memory efficient high speed regular expression matching.
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