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Eigenfaces

https://en.wikipedia.org/wiki/Principal_component_analysis



Algorithmic Description



Eigenfaces method for face recognition by:

1. Projecting all training samples into the PCA subspace
2. Projecting the query image into the PCA subspace
3. Finding the nearest neighbor between the projected training images and the projected query

image. 

 

笔者使用前三类人脸画出



Experiments: Eigenfaces



Experiments: Reconstruction



Experiments: Accuracy



Fisherface

https://hsto.org/files/c7a/3ee/740/c7a3ee7409aa41489452b7418eef5805.jpg



Fisherface

Different lighting direction, different facial expression affect the 
judgement of images.



Algorithmic Description

Idealized!



Algorithmic Description



Eigenfaces method for face recognition by:
1. Projecting all training samples into the Fisherface subspace. 
2. Projecting the query image into the Fisherface subspace.
3. Finding the nearest neighbor between the projected training images and the projected query

image. 

 



Experiments: Fisherfaces



Experiments: Reconstruction



Experiments: Accuracy

Can variation in lighting conditions be 
accommodated if some of the individuals are 
only observed under one lighting condition?
Peter N. Belhumeur, Jo~ao P. Hespanha, and David 
J.Kriegman



PCA Algorithmic Implement



LDA Algorithmic Implement



Improvement

https://en.wikipedia.org/wiki/Kernel_method



Distance Function

Eigenfaces Fisherfaces

We want to see the difference of Euclidean Distance and Cosine Distance



Cut off one vector: Eigenface

All Eigenvectors Cut off the first vector

We can see that the accuracies in the 
third and sixth categories are improved 
which coincide with illumination.



Cut off one vector: Fisherface

All Fishervectors Cut off the first vector

We can see that the accuracies in the 
third categories are improved which 
coincide with illumination.



Kernel method: Kernel PCA

https://zhuanlan.zhihu.com/p/59775730



Kernel method: Kernel PCA

主成分

中心化



Kernel method: Kernel PCA



Kernel method: Kernel PCA

Unfortunately, the effect is not satisfactory.

return 1/(1+pow(np.linalg.norm(xi-xj,ord = 2),0.5)/0.1)#1/(1+pow((xi-xj).T.dot(xi-xj),1)/1000)#pow((xi-xj).T.dot(xi-
xj)+10,0.5)#1/(1+pow(np.linalg.norm(xi-xj,ord = 2),0.5)/0.1)#-1*math.log(1+pow(np.linalg.norm(xi-xj,ord = 
2),1.5))#tanh(0.00001*xi.T.dot(xj))#math.exp(-1*np.linalg.norm(xi-xj,ord=1))#pow(np.dot(xi.T,xj)*0.001+5,20)#math.exp(-
1*pow(np.linalg.norm(xi-xj,ord=2),2)*10000)

We did a lot of testing, 
but the best result is 
this. We are very 
disappointed.

But we insisted 
finishing the Kernel 
Fisher Discriminant 
Analysis.

Cauchy Kernel:



Kernel method: Kernel Fisher Discriminant Analysis

https://en.wikipedia.org/wiki/Kernel_Fisher_discriminant_analysis



Kernel method: Kernel Fisher Discriminant Analysis



Kernel method: Kernel Fisher Discriminant Analysis

Also, the effect is not satisfactory.

Polynomial kernel:

In the beginning, we thought that 
the Gaussian kernel will work well 
but the fact is that the predicted is 
all the same. Maybe our parameters 
are worse.



Future

1. 3D EIGENFACES 
2. CNN
3. …


