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 Cognitive diagnosis, a fundamental task 
in education area
 reveal the proficiency level of students on 

knowledge concepts.

 Assist tutors to give proper instruction 
based on individual characteristics

 Help students be aware of their learning 
progress
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Cognitive Diagnosis Model (CDM)
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 General form
 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖|𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖 = 𝑓𝑓 𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖
 𝒖𝒖𝑖𝑖 is the latent traits of 

students
 𝒗𝒗𝑖𝑖 is the latent traits of items
 𝑓𝑓 is called the interaction 

function

 Basic theories
 Local dependence
 Monotonicity

Student’s proficiency is monotonic with
the probability of giving the right
response to a test item.

Monotonicity
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Key Question
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𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖

Objective Function

𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖|𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖 = 𝑓𝑓 𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖

General Form

True response Predicted probability of 
giving the right response 
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Related Work
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 Traditional Methods
 Item-level

 IRT
 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖 𝜃𝜃, 𝑎𝑎, 𝑏𝑏 = 1

1+𝑖𝑖−1.7𝑎𝑎(𝜃𝜃−𝑏𝑏)

 MIRT
 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖 𝜽𝜽,𝒂𝒂, 𝑏𝑏 = 1

1+𝑖𝑖−𝒂𝒂𝜽𝜽+𝑏𝑏

 Concept level
 DINA

 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖|𝜃𝜃,𝑔𝑔, 𝑠𝑠,𝛽𝛽 = 𝑔𝑔1−𝜂𝜂 1 − 𝑠𝑠 𝜂𝜂

 𝜂𝜂 = ∏𝑘𝑘 𝜃𝜃𝑘𝑘
𝛽𝛽𝑘𝑘

 𝜃𝜃𝑘𝑘 ∈ 0, 1 ,𝛽𝛽𝑘𝑘 ∈ 0,1

 Deep learning methods
 NeuralCD

𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖|𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖 = 𝑓𝑓 𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖

General Form

Figure 1: Example of IRT

Figure 2: NeuralCD Framework
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Extend traits dimension
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 Deep learning methods
 NeuralCD

𝑓𝑓 is learned from data

𝑓𝑓 is human-designed

Figure 1: Example of IRT

Figure 2: NeuralCD Framework
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Anhui Province Key Laboratory Of Big Data Analysis and Application

Key Question
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𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖

Objective Function

Previous methods apply a monotone
function as the interaction function
rather than considering it in the
optimization criteria.

Monotonicity

𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖|𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖 = 𝑓𝑓 𝒖𝒖𝑖𝑖 ,𝒗𝒗𝑖𝑖

General Form

Is it possible to create an optimization
criteria to enhance the monotonicity?

Question
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Motivation
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Figure 1: Illustration of cognitive diagnosis. The left part presents the 
response logs of students on test items, and the right-bottom part shows 
corresponding diagnostic results.
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Figure 1: Illustration of cognitive diagnosis. The left part presents the 
response logs of students on test items, and the right-bottom part shows 
corresponding diagnostic results.

Ada with a right response to item 𝑒𝑒1 is
considered as having a higher proficiency
level on the related concept A (i.e., Function)
than Bob with a wrong response.

Observation
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Figure 1: Illustration of cognitive diagnosis. The left part presents the 
response logs of students on test items, and the right-bottom part shows 
corresponding diagnostic results.

Ada with a right response to item 𝑒𝑒1 is
considered as having a higher proficiency
level on the related concept A (i.e., Function)
than Bob with a wrong response.

Observation

Students with correct responses should be
more proficient than students with wrong
responses.

Induction
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Figure 1: Illustration of cognitive diagnosis. The left part presents the 
response logs of students on test items, and the right-bottom part shows 
corresponding diagnostic results.

Ada with a right response to item 𝑒𝑒1 is
considered as having a higher proficiency
level on the related concept A (i.e., Function)
than Bob with a wrong response.

Observation

Students with correct responses should be
more proficient than students with wrong
responses.

Induction

Based on the partial order between item
responses, we can create a new
optimization criteria to exploit the response
pairs to enhance the monotonicity.

Motivation
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Challenge
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 It is hard for us to compare item responses across different items 

related to non-overlapped concepts. 
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 It is hard for us to compare item responses across different items 

related to non-overlapped concepts. 

 There exist many unobserved responses. 
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Challenge
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 It is hard for us to compare item responses across different items 

related to non-overlapped concepts. 

 There exist many unobserved responses. 

 How to find an objective function so that the monotonicity can 

be directly optimized.
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Problem Definition
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• 𝑁𝑁 students: S = {s1, 𝑠𝑠2, … , 𝑠𝑠𝑁𝑁}

• 𝑀𝑀 test items: 𝐸𝐸 = {𝑒𝑒1, 𝑒𝑒2, … 𝑒𝑒𝑀𝑀}

• 𝐿𝐿 knowledge concepts: 𝐾𝐾 = 𝑘𝑘1,𝑘𝑘2, … ,𝑘𝑘𝐿𝐿

• Q-matrix 𝑄𝑄 = 𝑄𝑄𝑖𝑖𝑖𝑖 𝑀𝑀×𝐿𝐿

• Response logs ℛ = {(𝑠𝑠, 𝑒𝑒, 𝑟𝑟)}

Given

Mine students’ proficiency on knowledge concepts.

Goal

𝑘𝑘1 𝑘𝑘2 𝑘𝑘3

𝑒𝑒1 1 0 0

𝑒𝑒2 0 1 1

𝑒𝑒3 1 1 1

An example of Q-matrix



Outline

Introduction1

2 Problem Definition

3 IRR Framework

4 Experiments

5 Conclusion



Anhui Province Key Laboratory Of Big Data Analysis and Application

Monotonicity

In the literature, the monotonicity
theory assumes that student’s
proficiency is monotonic with the
probability of giving the right
response to a test item.

Monotonicity

𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖

24
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Monotonicity

In the literature, the monotonicity
theory assumes that student’s
proficiency is monotonic with the
probability of giving the right
response to a test item.

Monotonicity

𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖

Given a specific test item, the
students with right responses are
more skilled than those with wrong
responses.

Pairwise Monotonicity

25
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Monotonicity

In the literature, the monotonicity
theory assumes that student’s
proficiency is monotonic with the
probability of giving the right
response to a test item.

Monotonicity

𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖

Given a specific test item, the
students with right responses are
more skilled than those with wrong
responses.

Pairwise Monotonicity

𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑦𝑦𝑖𝑖𝑖𝑖

26
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Overview
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 Objective
 Traditional pointwise: 𝑟𝑟𝑖𝑖𝑖𝑖 ← 𝑃𝑃 𝑦𝑦𝑖𝑖𝑖𝑖
 Pairwise Monotonicity : 𝒓𝒓𝒊𝒊𝒊𝒊 − 𝒓𝒓𝒋𝒋𝒊𝒊 ← 𝑷𝑷 𝒚𝒚𝒊𝒊𝒊𝒊 − 𝒚𝒚𝒋𝒋𝒊𝒊

 Two issues
 How to construct the response pairs

 non-overlapped problem
 unobserved responses

 Objective function design
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Pair Construction
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 Item specific sampling for 
non-overlapped problem
 Observed students 𝑆𝑆𝑂𝑂 𝑒𝑒

 Positive students 𝑆𝑆+ 𝑒𝑒
 Negative students 𝑆𝑆− 𝑒𝑒

 Unobserved students 𝑆𝑆𝑈𝑈 𝑒𝑒

𝑒𝑒1 𝑒𝑒2

𝑆𝑆𝑂𝑂 𝑒𝑒 𝑆𝑆𝑈𝑈 𝑒𝑒
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 Item specific sampling for 
non-overlapped problem
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 Negative students 𝑆𝑆− 𝑒𝑒
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𝑒𝑒1 𝑒𝑒2

𝑆𝑆𝑂𝑂 𝑒𝑒

𝑆𝑆+ 𝑒𝑒
𝑆𝑆𝑈𝑈 𝑒𝑒
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 Item specific sampling for 
non-overlapped problem
 Observed students 𝑆𝑆𝑂𝑂 𝑒𝑒
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𝑒𝑒1 𝑒𝑒2

𝑆𝑆𝑂𝑂 𝑒𝑒

𝑆𝑆− 𝑒𝑒𝑆𝑆+ 𝑒𝑒
𝑆𝑆𝑈𝑈 𝑒𝑒
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 Item specific sampling for 
non-overlapped problem
 Observed students 𝑆𝑆𝑂𝑂 𝑒𝑒

 Positive students 𝑆𝑆+ 𝑒𝑒
 Negative students 𝑆𝑆− 𝑒𝑒

 Unobserved students 𝑆𝑆𝑈𝑈 𝑒𝑒

𝑒𝑒1 𝑒𝑒2

𝑆𝑆𝑂𝑂 𝑒𝑒

𝑆𝑆− 𝑒𝑒𝑆𝑆+ 𝑒𝑒
𝑆𝑆𝑈𝑈 𝑒𝑒
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

? as negative (0)



Anhui Province Key Laboratory Of Big Data Analysis and Application

Pair Construction
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

0 ≤ 𝑃𝑃 𝑟𝑟𝑠𝑠−𝑖𝑖 ≤ 𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≤ 𝑃𝑃(𝑟𝑟𝑠𝑠+𝑖𝑖}) ≤ 1



Anhui Province Key Laboratory Of Big Data Analysis and Application

Pair Construction
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

0 ≤ 𝑃𝑃 𝑟𝑟𝑠𝑠−𝑖𝑖 ≤ 𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≤ 𝑃𝑃(𝑟𝑟𝑠𝑠+𝑖𝑖}) ≤ 1

𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≥ 𝑃𝑃 𝑟𝑟𝑠𝑠−𝑖𝑖 ≥ 0,

？ 1

Positive sampling

𝑠𝑠− ∈ 𝑆𝑆− 𝑒𝑒
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

0 ≤ 𝑃𝑃 𝑟𝑟𝑠𝑠−𝑖𝑖 ≤ 𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≤ 𝑃𝑃(𝑟𝑟𝑠𝑠+𝑖𝑖}) ≤ 1

𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≥ 𝑃𝑃 𝑟𝑟𝑠𝑠−𝑖𝑖 ≥ 0,

𝑃𝑃 𝑟𝑟𝑢𝑢𝑖𝑖 ≤ 𝑃𝑃(𝑟𝑟𝑠𝑠+𝑖𝑖) ≤ 1

？ 1

？ 0

Positive sampling

Negative sampling

𝑠𝑠− ∈ 𝑆𝑆− 𝑒𝑒

𝑠𝑠+ ∈ 𝑆𝑆+ 𝑒𝑒
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Pair Construction
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

𝑒𝑒

𝑆𝑆𝑂𝑂 𝑒𝑒
𝑆𝑆− 𝑒𝑒𝑆𝑆+ 𝑒𝑒

𝑆𝑆𝑈𝑈 𝑒𝑒

𝑆𝑆+ 𝑒𝑒 × 𝑆𝑆 − 𝑆𝑆+ 𝑒𝑒 + 𝑆𝑆− 𝑒𝑒 × 𝑆𝑆 − 𝑆𝑆− 𝑒𝑒
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Pair Construction
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 Item specific sampling for 
non-overlapped problem

 Two branch sampling for 
unobserved responses

 Training samples 𝑇𝑇 𝑅𝑅

𝑒𝑒

𝑆𝑆𝑂𝑂 𝑒𝑒
𝑆𝑆− 𝑒𝑒𝑆𝑆+ 𝑒𝑒

𝑆𝑆𝑈𝑈 𝑒𝑒
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 Log-likelihood
 ln 𝐼𝐼𝑅𝑅𝑅𝑅 = ln 𝐼𝐼𝑅𝑅𝑅𝑅+ + ln 𝐼𝐼𝑅𝑅𝑅𝑅−

 𝐼𝐼𝑅𝑅𝑅𝑅+ = ∏𝑖𝑖∈𝐸𝐸∏𝑖𝑖∈𝑆𝑆+ 𝑖𝑖 ∏𝑖𝑖∈𝑆𝑆−𝑆𝑆+ 𝑖𝑖 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖 ≥ 𝑟𝑟𝑖𝑖𝑖𝑖 × 1 − 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖 ≥ 𝑟𝑟𝑖𝑖𝑖𝑖
 𝐼𝐼𝑅𝑅𝑅𝑅− = ∏𝑖𝑖∈𝐸𝐸∏𝑖𝑖∈𝑆𝑆− 𝑖𝑖 ∏𝑖𝑖∈𝑆𝑆−𝑆𝑆− 𝑖𝑖 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖 ≤ 𝑟𝑟𝑖𝑖𝑖𝑖 × 1 − 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖 ≤ 𝑟𝑟𝑖𝑖𝑖𝑖

 Loss function

 ℒ = −∑ 𝑖𝑖,𝑖𝑖 ∈𝑇𝑇 𝑅𝑅 log exp 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖|Θ

exp 𝑃𝑃 𝑟𝑟𝑖𝑖𝑖𝑖|Θ +exp 𝑃𝑃 𝑟𝑟𝑗𝑗𝑖𝑖|Θ
+ 𝜆𝜆 Θ

 𝜆𝜆 Θ is the regularization term
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Experimental Setup
 Dataset

 ASSISTments
 MATH

 Divide the students on each test item 
into training : test = 8:2
 10% of training used for hyper-parameter 

adjustment
 Hyper-parameters

 𝜆𝜆 ← 0.1,0.01,0.001,0.0001
 𝜆𝜆 = 0.0001

 𝑁𝑁𝑜𝑜,𝑁𝑁𝑈𝑈 ← 1,5,10,30
 𝑁𝑁𝑂𝑂 = 𝑁𝑁𝑈𝑈 = 10

 Baselines
 IRT, MIRT, DINA, NeuralCD

Table 1: The statistics of the dataset. 

Dimension of latent traits equal to the 
number of concepts

 123 in ASSISTments

 1488 in MATH

Parameter Setting
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 Classification Metrics
 AUC
 Precision
 Recall
 F1

 Ranking Metrics
 MAP(E), NDCG(E)
 MAP(U), NDCG(U)

 Monotonicity Metrics
 DOA
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 Classification Metrics
 AUC
 Precision
 Recall
 F1

 Ranking Metrics
 MAP(E), NDCG(E)
 MAP(U), NDCG(U)

 Monotonicity Metrics
 DOA

Proficiencyhigh low

Excellent Underachiever

if student 𝑖𝑖 has a better
mastery on knowledge
concept 𝑘𝑘 than student 𝑗𝑗,
then 𝑖𝑖 is more likely to
answer item 𝑙𝑙 related to 𝑘𝑘
correctly than 𝑗𝑗.

DOA

Concept 𝑘𝑘

Student 𝑖𝑖

Student 𝑗𝑗

item 𝑙𝑙
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Student Performance Ranking
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 For every CDM, the IRR-
CDM significantly 
outperform the pointwise-
CDM on classification 
metrics on all datasets.

 IRR-CDM also achieve 
higher scores in ranking 
metrics.
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Student Performance Ranking
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 For every CDM, the IRR-
CDM significantly 
outperform the pointwise-
CDM on classification 
metrics on all datasets.

 IRR-CDM also achieve 
higher scores in ranking 
metrics.

By exploiting the partial order between responses, IRR can not only help CDMs promote the 
diagnosis precision but also better maintain the monotonicity.

Conclusion
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 DOAs of IRR-CDMs are 
higher than pointwise-
CDMs

Knowledge proficiency 
diagnosed by IRR is more 
monotonic.

Conclusion
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Different Sample Number
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 As the sample number increases, 
the performance of IRR-CDMs 
 increases at the beginning
 converges afterwards

 Compared with MATH, the 
performance of IRR-CDMs on 
ASSISTments converges earlier.



Anhui Province Key Laboratory Of Big Data Analysis and Application

Different Sample Number

61

 As the sample number increases, 
the performance of IRR-CDMs 
 increases at the beginning
 converges afterwards

 Compared with MATH, the 
performance of IRR-CDMs on 
ASSISTments converges earlier.



Anhui Province Key Laboratory Of Big Data Analysis and Application

Different Sample Number

62

 As the sample number increases, 
the performance of IRR-CDMs 
 increases at the beginning
 converges afterwards

 Compared with MATH, the 
performance of IRR-CDMs on 
ASSISTments converges earlier.



Anhui Province Key Laboratory Of Big Data Analysis and Application

Different Sample Number

63

 As the sample number increases, 
the performance of IRR-CDMs 
 increases at the beginning
 converges afterwards

 Compared with MATH, the 
performance of IRR-CDMs on 
ASSISTments converges earlier.



Anhui Province Key Laboratory Of Big Data Analysis and Application

Different Sample Number
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 As the sample number increases, 
the performance of IRR-CDMs 
 increases at the beginning
 converges afterwards

 Compared with MATH, the 
performance of IRR-CDMs on 
ASSISTments converges earlier.

Including more sampled pairs can help the IRR-CDMs promote the performance, but the 
promotion has a upper bound due to the converge of information increment.

Conclusion
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 IRR-CDMs get a more precise and 
more discriminated ranking result
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Diagnostic Results Analysis
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 IRR-CDMs get a more precise and 
more discriminated ranking result

 The distributions of the diagnosis 
proficiency values got by IRR-CDMs 
are more smooth

Our method can help CDMs get a more precise and 
discriminated diagnosis proficiency values.

Conclusion
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Conclusion

74

 Cognitive  diagnosis is a  vital  task  in  education  area.
 Previous methods do not include monotonicity during 

optimization.
 We proposed the Item Response Ranking framework (IRR) to 

incorporate the monotonicity into the optimization objective.
 promote the diagnosis precision; 
 better maintain the monotonicity;
 get a more discriminated diagnosis proficiency values.

 Our codes are available in https://github.com/bigdata-
ustc/EduCDM.



bigdata.ustc.edu.cn

Q&A

Thank you

wx13011065 tongsw@mail.ustc.edu.cn tswsxk.github.io
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