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Abstract—Emotion Cause Extraction (ECE) aims to reveal the cause clauses behind a given emotion expressed in a text, which has

become an emerging topic in broad research communities, such as affective computing and natural language processing. Despite the

fact that current methods about the ECE task have made great progress in text semantic understanding from lexicon- and sentence-

level, they always ignore the certain causal narratives of emotion text. Significantly, these causal narratives are presented in the form of

semantic structure and highly helpful for structure-level emotion cause understanding. Nevertheless, causal narrative is just an abstract

narratological concept and its involving semantics is quite different from the common sequential information. Thus, how to properly

model and utilize such particular narrative information to boost the ECE performance still remains an unresolved challenge. To this end,

in this paper, we propose a novel Causal Narrative Comprehension Model (CNCM) for emotion cause extraction, which learns and

leverages causal narrative information smartly to address the above problem. Specifically, we develop a Narrative-aware Causal

Association (NCA) unit, which mines the narrative cue about emotional results and uses the semantic correlation between causes and

results to model causal narratives of documents. Besides, we design a Result-aware Emotion Attention (REA) unit to make full use of

the known result of causal narrative for multiple understanding about emotional causal associations. Through the ingenious

combination and collaborative utilization of these two units, we could better identify the emotion cause in the text with causal narrative

comprehension. Extensive experiments on the public English and Chinese benchmark datasets of ECE task have validated the

effectiveness of CNCM with significant margin by comparing with the state-of-the-art baselines, which demonstrates the potential of

narrative information in long text understanding.

Index Terms—Emotion cause extraction, causal narrative, attention mechanism, semantics understanding

Ç

1 INTRODUCTION

AS a sub-task of emotion analysis [1], Emotion Cause
Extraction (ECE) has aroused extensive research inter-

ests in recent years [2], [3], [4]. It has significant potentials in
various research communities (e.g., affective computing [5]
and natural language processing [6]) and wide applications
(e.g., social media and business intelligence [7], [8]). The key
goal of ECE lies in identifying the cause clauses from a text

with a given emotion. Fig. 1 illustrates an example of the
ECE task in this paper.

Traditional approaches to the ECE task include rule-
based methods [9], [10] and machine learning methods [11],
[12]. Through making full utilization of linguistic rules and
feature engineering, these methods have achieved quite
good results in earlier years. However, most of these tradi-
tional methods still have limitations due to the lack of
semantic understanding of the emotional text. With the
development of deep learning technologies, many deep
neural models [13], [14] have been introduced into ECE,
attempting to alleviate the above problem by performing an
in-depth semantic understanding of emotional context. The
representative studies such as RTHN [14], MANN [15]
which integrated attention mechanism into Recursive Neu-
ral Networks (RNN) [16] or Convolutional Neural Network
(CNN) [17] for better text representation and emotion cause
detection. Besides, there are also some other valuable
attempts, such as the causes boundaries detection model
SECA [18], knowledge fusion method RHNN [19] and so
on. With these efforts and contributions, ECE has been
pushed a large step forward.

However, most current methods pour attention to text
semantic understanding from word-level and sentence-
level, while ignoring causal narrative comprehension of the
causal texts. Actually, each causal text for ECE usually con-
tains multiple clauses (i.e., emotion result, emotion cause,
and others) that naturally have complex semantics as well
as certain causal narrative structures. Moreover, these
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causal narratives could have a considerable impact on text
comprehension[20], [21]. In literature, causal narrative
refers to the statement about causality during event evolu-
tion [22]. It influences the way of humans to conceptualize
events [23], [24], [25] and contributes to the representation
and comprehension of long texts [26], [27]. Generally, causal
narratives could be divided into chronological narrative
(cause–before–effect) and flashback narrative (effect–
before–cause) according to narratology [22], [28]. Taking
Fig. 1 as an example, according to the cue of the given emo-
tion phrase “grateful”, clause 4 could be regarded as the emo-
tion result clause in the document. Thus, we could
preliminarily locate the possible area of emotion causes,
namely two alternative cause regions (i.e., clause 1-4 and
clause 4-6). Further, with the causal narrative, we could effi-
ciently mine emotional causal correlations between the
result clause and other clauses for the ECE task.

Furthermore, in literature, some studies have also
observed that there is an inherently strong correlation and
coherence between the cause and result in a causal narrative
[29], [30], [31], [32]. They demonstrate the result clause is
most associated with the unrecognized cause clauses within
the alternative cause regions. Based on this assertion, the
grasp of causal narratives and semantic relations between
result clauses and other clauses within causal narratives are
considerable critical for causal text understanding [21], [33].
Consequently, we in this paper focus on causal narrative
comprehension and exploring the emotional semantics cor-
relations within causal narratives for better emotion cause
extraction.

Inspired by the above observations, the specific solution in
this paper includes two aspects. For one thing, we leverage
the causal structure of causal narrative to perceive the possi-
ble scope of emotion cause clauses. For another, based on the
guidance of causal structure, we focus on the clauses that
have strong causal correlations with the known emotion
result clause in a causal narrative to predict emotion cause
clauses. To achieve the above solutions, wemust consider the
following challenges: 1) How to properly represent the tex-
tual causal structure via the causal narrative understanding

of a document; 2) Under the guidance of causal narrative,
how to explore and understand the causal association
between cause clauses and result clauses within the docu-
ment for emotion cause extraction.

To address the above challenges, in this paper, we pro-
pose a Causal Narrative Comprehension Model (CNCM)
for emotion cause extraction. For the first challenge, we
design a Narrative-aware Causal Association (NCA) unit,
which uses the narrative cue about the known emotion
result to learn the semantic correlation between causes and
results for causal narrative representation. For the second
challenge, we develop a Result-aware Emotional Attention
(REA) unit to acquire the cognition of emotional causal cor-
relation through the attention mechanism between the
known result clause and other clauses within the causal nar-
rative. Specifically, the REA unit is firstly performed for the
preliminary cognition of emotional causal correlation of
documents. With this preliminary cognition, we utilize the
NCA unit for the representation of causal narrative struc-
ture for good comprehension of causality and perception
about the possible scope of cause clauses. Third, guided by
the representation of the causal narrative structure, the REA
unit is performed again to acquire accurate comprehension
of the emotional causal correlation for the prediction of
emotion cause clauses.

As an emphasis, the main contributions of our work can
be concluded as follows:

� We propose a model based on causal narrative com-
prehension for emotion cause extraction. To the best
of our knowledge, it is the first time to introduce
causal narrative information into the ECE task.

� We develop NCA to analyze and model the causal
narrative information of ECE documents. Then we
utilize REA to help understand the emotional causal
correlations guided by the causal narrative informa-
tion. In this way, we can grasp causality and identify
the emotion causes of documents accurately.

� The experimental analysis of results on the bench-
mark datasets validates the effectiveness of the pro-
posed CNCM for ECE. And the model achieves
considerable performance by comparing with sev-
eral state-of-the-art methods.

The remainder of this paper is organized as follows. The
related work is introduced in Section 2, and the problem
definition is stated in Section 3. Then, in Section 4, we dem-
onstrate the model details and training techniques of the
developed CNCM. Subsequently, the experimental results
are reported in Section 5. Finally, we conclude this paper in
Section 6.

2 RELATED WORK

In this section, we will review the related works from three
aspects: Emotion Analysis, Emotion Cause Extraction and Nar-
rative Understanding, which are closely related to our work
in this paper.

2.1 Emotion Analysis

With the boom of the artificial intelligence field, emotion
analysis has attracted a large of research attention. In the

Fig. 1. An instance of the emotion cause extraction task. The document
contains six clauses including one emotion phrase (i.e., “grateful” ) indi-
cating the overall emotion. Thus, we regard clause 4 as result clause
and aim to find out the cause clause (i.e., clause 3) among all the
clauses in this text.
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field of text emotion analysis, scholars tend to mine effective
text semantic information to improve the accuracy of emo-
tion recognition [34], [35], [36]. For example, Li et al. [37]
focused on the strong context dependence of each sentence
in a discourse. They designed an appropriate framework
named bidirectional emotional re-current unit (BiERU) to
effectively encode the strong contextual information for
conversational sentiment analysis. Simultaneously, there
are also many meaningful explorations on visual emotion
analysis [1], [38], [39]. For example, Ruan et al. [5] proposed
a novel architecture named color enhanced cross correlation
net (CECCN) for image sentiment analysis. As multimedia
technology advances, multimodal data is rapidly growing
and available to scholars. Many researchers began to pay
attention to the research of multimodal emotion analysis
[40], [41], [42]. Zhang et al. [43] noted that emotion in con-
versation videos happens step by step. Thus, they proposed
a multimodal emotion recognition model based on rein-
forcement learning and domain knowledge for conversation
videos. All these efforts exploit the characteristics of emo-
tion information from various meaningful perspectives to
promote emotion analysis and task implementation in cer-
tain scenarios.

2.2 Emotion Cause Extraction

As an important sub-task of emotion analysis, there has
been an increasing amount of literature on ECE in recent
years. Generally, previous methods can be grouped into
three categories, i.e., rule-based methods, machine learning
methods and deep learning methods.

2.2.1 Rule-Based Methods

Earlier studies of ECE are mainly rule-based methods [9],
[11], [44]. Lee et al. [44] pioneered the construction of a pub-
licly available corpus for the ECE task and conducted a
detailed analysis of its content. To make full utilization of
the special language expressions in this corpus to detect
emotional causes, Lee et al. [11] generalized sets of linguistic
rules well by defining linguistic cues. Subsequently, they
further extracted cause expressions and specific construc-
tions via linguistic rules to improve their previous solution
[9]. In addition, there are also some novel solutions based
on events analysis [45] and common sense knowledge [46],
which have also been demonstrated quite good perfor-
mance for ECE. However, these methods are not sufficiently
generalized for practical applications, since artificial rules
cannot cover all complex linguistic phenomena of texts in
real situations.

2.2.2 Machine Learning Methods

Considering the weak generalization capability of rule-
based methods, a variety of machine learning methods have
also been developed for this task successively. For instance,
to deal with the special linguistics features of Weibo 1 texts,
Gao et al. [10] proposed a conditional random fields model
based on syntactic and semantic characteristics, which
could effectively mine the relation between emotion expres-
sion and cause in Weibo text to detect emotion causes of

social texts. Then, Gao et al. [47] presented an Emotion-
Cause-OCC model to address emotion cause extraction in
micro-blog posts. Specially, this approach focused on inves-
tigating factors for eliciting kinds of emotions and could
acquire the proportions of these cause components under
different emotions. Additionally, there have also been many
other valuable studies, such as the CRF-based model [12],
the event-driven multi-kernel SVMs method [48]. All these
studies have made large contributions to the development
of ECE. However, these methods rely on the utilization of
effective statistical features about the texts, ignoring text
semantics understanding.

2.2.3 Deep Learning Methods

Owing to the development of deep learning technology,
deep neural networks have attracted more and more
research attention for their excellent semantic representa-
tion ability. Particularly, the Bi-directional Long Short-Term
Memory (BiLSTM) [49] and attention mechanism are widely
used in these studies since they could model good seman-
tics and capture useful emotional information for the ECE
task. For example, based on a co-attention deep neural net-
work, Li et al. [50] took account into attention mechanism
[51] and proposed a co-attention deep neural network to
exploit the correlation among clauses which is helpful for
emotion cause extraction. Following this work, MANN was
proposed in [15], which substituted multi-attention-based
framework for a co-attention network to mine correlations
between emotion phrases and candidate clauses and
achieved comparable results. To further improve the perfor-
mance of the ECE task, Fan et al. [19] presented a novel solu-
tion called RHNN, which ingeniously utilized sentiment
lexicon and common knowledge as restrained parameters
to promote model training. Owing to the superiority of
deep semantic representations and attention mechanisms,
these models have gained great performance improvement.
In addition, some other novel solutions have also been pro-
posed, including hierarchical network methods [13], [14],
question-answering solution [52], reordered prediction
framework [53], retrieval rank framework [2] and docu-
ment-level context idea [54], which have also provided
some new insights for this task. Notably, there are also
some derivative tasks about the ECE task. For example,
some researchers innovatively improved the benchmark
corpus of the ECE task to accommodate the derivative task
of emotion-cause pair extraction and acquired many valu-
able results [55], [56], [57], [58], [59]. While some others
addressed the ECE task as a boundary detecting task of
emotion cause spans at the span-level by manually annotat-
ing cause spans on the original datasets [18].

To summarize, current advanced works about the ECE
task have emphasized semantic representations of sentences
[15], [19], [60]. They employed attention mechanisms to
obtain emotion correlations based on emotion phrases for
emotion cause extraction while ignoring causal narratives
of documents. Unlike the above studies, in this paper, we
deal with this task as an issue of causal narrative compre-
hension for documents. Particularly, we dig deeply into
documents information to subtly model causal narratives of
documents. In this way, we can efficiently localize emotion1. https://weibo.com/
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cause regions and accurately acquire emotional causal cor-
relations, facilitating the task of emotion cause extraction.

2.3 Narrative Understanding

Narrative understanding aims to identify the key elements
of narrative structure in a story, that is, the relationship
between critical elements and context to which the narrative
belongs [61]. It is usually applied to some understanding
tasks, such as film analysis [62], [63], text extraction [64],
[65], [66], reading comprehension [67], [68], [69], and so on.
Generally, the narrative content of a text involves descrip-
tions of daily activities, discourses, or stories [70]. While
given the development logic of events and the completeness
of discourses, the sentences within a narrative text (e.g., a
discourse or story) must show coherence in semantics [30],
[32]. Nowadays, coherence has been introduced in many
tasks related to narrative understanding and promotes these
studies [71], [72], [73]. Similar studies have also been done
in other fields such as the research about coherence in music
generation [74] and the work about viewpoint coherence in
film [75]. Considering that coherent narrative is bound to be
semantically relevant, some tasks tend to deal with narra-
tive coherence from the perspective of semantic correlation.
For example, Hu et al. [76] proposed a model based on man-
ual rules, which utilized causal potential to conclude event
pairs with narrative causality relations from film scenes.
Further, Chen et al. [73] focused on modeling sequential
semantics of clauses in documents for story completing.
Notably, as a special narrative structure, the causal narra-
tive also presents a strong semantic coherence in its sen-
tence sequence. As mentioned by Wellner et al. [31], the
cause and result within a causal narrative are one of the
broad classes of coherence relations. Moreover, this coher-
ence in cause and result is much stronger than the one in
the general narrative due to the strong dialecticity and dual-
ity between the cause and result of causal narrative.

Inspired by these studies, we introduce the idea of narra-
tive understanding into the ECE task. Specifically, consider-
ing that causal narrative involves two possibilities of

chronological narrative and flashback narrative, our pro-
posed approach improves the sequential semantics model-
ing in current studies and focuses on learning the two
possible semantic information of causal narrative. Note
that, this is the first work that uses causal narratives of dis-
course to address this task.

3 PROBLEM DEFINITION

The formal definition of the ECE task is listed below. The
inputs are the texts of document D and an emotion phrase
ep, where D represents a causal text with n clauses, and ep
refers to the overall emotion of this document. Here, D is
denoted as follows:

D ¼ c1; c2; :::; cnf g; (1)

where ci is the i
th clause in documentD. And the emotion of

ep is uniquely consistent with that of a clause in D. The goal
of the ECE task is to learn a function F to identify the cause
clauses in documentD that trigger the emotion ep:

yyyyyyy ¼ F ðD; epÞ; (2)

here, yyyyyyy ¼ fy1; y2; :::; yng denotes the emotion cause labels of
the clauses in D, where yi = 1 if the ith clause is an emotion
cause clause, else yi = 0. In this paper, we regard the clause
in D whose emotion is consistent with that of ep as the emo-
tion result clause.

The above definition about ECE could be illustrated via
the instance in Fig. 1. In terms of the form for the input texts,
the inputs to be processed are a document containing multi-
ple clauses and a phrase. As for the textual content, this
instance is a causal text with an overall emotion category
“grateful”. Based on the above, this article aims to reveal the
clauses that trigger the emotion “grateful” of the document:
if a clause triggers the overall emotion of its document, we
will mark it as the emotion cause clause of this document;
otherwise, we will mark it as a non-cause clause.

For ease of explanation, relevant notations used in this
article are summarized in Table 1.

4 METHOD

In this section, we will introduce model details as well as
model training of our proposed Causal Narrative Compre-
hension Model (CNCM).

4.1 Overall Architecture

The architecture of CNCM is shown in Fig. 2, which consists
of: 1) Input Embedding: accomplishing the clause embed-
dings of the input texts; 2) Emotion Causality Understanding:
acquiring emotional causal correlations in causal narratives
via the REA unit; 3) Cause Narrative Representation: repre-
senting textual cause narratives through the NCA unit; 4)
Emotion Causality Re-understanding: re-understanding emo-
tional causal correlation under the guidance of cause narra-
tive representation via the REA unit; 5) Cause Prediction:
predicting the emotion cause label for each clause.

The process is summarized below. First, we mark the
emotion result clause according to the cue of the given emo-
tion phrase and realize the embedded representation of
each clause for the document. Second, we adopt the REA

TABLE 1
Mathematical Notations

Symbol Description

D the original document with several clauses
ep the emotion phrase ofD
cek the kth clause ofD that contains emotion phrase

ep, namely the emotion result clause ofD
y the cause label of the clauses inD
a the emotional attention vector in REA
r the causal narrative association vector ofD
Eb the feature representation ofDwith BERT
Eh the hidden state by processing EEEEEEEb with LSTM in

REA
Eu the representation ofD that contains the

preliminary Emotion Causality Understanding by
REA

Ec the representation ofD that fuses the
representation EEEEEEEu and the causal narrative
information rrrrrrr

Eru the final representation ofDwith Emotion
Causality Re-understanding
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unit to mine the emotional causal correlation between the
known result clause and other clauses for the preliminary
emotion causality understanding. Next, we perform the
NCA unit, which utilizes the semantic coherence of causal
narrative to learn the document’s possible causal narrative
for realizing the causal narrative representation of the docu-
ment. Finally, imitating the human habit of repeated com-
prehension while reading long text, we execute the REA
unit again to re-understand the emotional causality of the
document. Based on the final effective text representations,
we predict the emotion cause clause to realize this task. The
details are introduced in the following parts.

4.2 Input Embedding

As stated in the problem definition above, to cognize the
causal narrative of documentD for the subsequent narrative
comprehension, we need to mark the result clause at the
first step. For our benchmark datasets, the English dataset
has been annotated with the information about the emotion
result clause, and the Chinese dataset can realize the loca-
tion of the emotion result clause by finding phrase ep in doc-
ument D through string matching operation. Afterward, the
mathematical form of document D in Eq. (1) can be modi-
fied as below:

D ¼ fc1; c2; :::; ck�1; c
e
k; ckþ1; :::; cng; (3)

where cek is the emotion result clause containing the expres-
sion consistent with ep. After that, the input texts would be
fed into the encoder for vector forms. Considering that the
pre-trained language model BERT [77] has excellent capa-
bility in semantic representations, especially its evolution
model BERT-wwm [78] achieves considerable performance
in Chinese based on whole-word masking technology and a
large-scale Chinese corpus. we adopt BERT-wwm to accom-
plish the vectorization of input texts:

EEEEEEEb ¼ BERT ðDÞ ¼ fxxxxxxx1; xxxxxxx2; :::; xxxxxxxk�1; xxxxxxx
e
k; xxxxxxxkþ1; :::; xxxxxxxng; (4)

where EEEEEEEb 2 Rn�dw represents the documental semantic
embeddings at sentence level. dw is the dimension of the
output embeddings in BERT-wwm. xxxxxxxi is the embedding of
the ith clause. Specially, xe

i refers to the embedding of the
result clause cek when i ¼ k.

4.3 Emotion Causality Understanding

Inspired by the human habit of first preferring an initial
grasp when reading a complex text [79], at the beginning of
CNCM, we also try to make a preliminary understanding of
the text, especially its causal narrative. Currently, a plethora
of studies have established the importance of correlations
between causes and results in causal texts understanding
[20], [21], [80], [81]. Hence, as depicted in Fig. 3, we focus on
emotional causal correlations and utilize the known result
clause cek to design a Result-aware Emotional Attention
(REA) unit to explore this emotional causal association for
emotion causality understanding.

REA Unit. Considering the foundational role of clause
representational quality in causal association modeling, we
first focus on representing the clauses accurately before
achieving the emotional causal association among these
clauses. Since BiLSTM is good at modeling long texts and
capturing context information, we employ it to cope with
document D, ensuring that each clause’ semantics would
not deviate from the context information ofD:

EEEEEEEh ¼ BiLSTM EEEEEEEbð Þ; (5)

where EEEEEEEh ¼ fhhhhhhh1; :::; hhhhhhh
e
k; :::; hhhhhhhng2 Rn�dh is the hidden state of

each clause in document D processed by BiLSTM. dh is the
dimension of the hidden state in BiLSTM. hhhhhhhe

k is the hidden
state of the result clause. By this way, the context informa-
tion of document D is incorporated into the representation
of each clause.

Fig. 2. The overall architecture of Causal Narrative Comprehension Model (CNCM) for emotion cause extraction.

Fig. 3. The architecture of REA.
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After acquiring the good representation by integrating
document context, we construct the emotional causal corre-
lation based on the known result clause as follows. So far,
narratological researches have shown that sentences of a
causal narrative varied in the extent to which the causal rela-
tions are close or distant [20], [80]. Specific to the clauses of
causal narrative in documentD, the ones that aremore corre-
lated with the result clause in semantics are more likely to be
cause clauses. Considering that attention mechanism can
simulate humans’ visual attention and highlight critical
information by concentrating on differences of its input, we
adopt an attention mechanism to capture different causal
associations between the result clause and each clause:

MMMMMMM ¼ tanh WWWWWWW 1EEEEEEEh þWWWWWWW 2hhhhhhh
e
k

� �
;

aaaaaaa ¼ softmax WWWWWWW 3Mð Þ; (6)

where aaaaaaa 2 Rn is the attention weight scores, standing for
each clause’s emotional causal association to the current
representation hhhhhhhe

k of the result clause. WWWWWWW 1, WWWWWWW 2 and WWWWWWW 3 are
the trainable parameters. Afterward, aaaaaaa is fused into the doc-
ument representation EEEEEEEh, promoting CNCM focusing on
the semantics more relevant to the emotion result:

EEEEEEEu ¼ a � EEEEEEEh; (7)

where EEEEEEEu ¼ fsssssss1; sssssss2; :::; sssssssek; :::; sssssssng2 Rn�dh is the text represen-
tation containing emotional causal association, which refers
to the preliminary cognition of emotion causality of docu-
mentD.

4.4 Causal Narrative Representation

To address the first challenge of our work stated before, this
layer purposes to model the causal narrative information of
document D. Currently, most of the narratological studies
focus on modeling sequential semantics of clauses in docu-
ments [73]. However, these sequential semantics-based
models are not suitable for causality modeling of causal
texts since the cause and result clauses in causal texts are
not always narrated sequentially. Fortunately, causal narra-
tives contain special narrative properties, which could deal
with this issue. According to narratology, causal narrative
usually includes chronological narrative (cause–before–
effect) and flashback narrative (effect–before–cause) [22],
[28]. It implies the regions before or after the result in a
causal text could be regarded as alternative cause regions of
the text.

Special to document D, we leverage the known result
clause sssssssek to speculate the alternative cause regions EEEEEEEu1 and
EEEEEEEu2 of document D, as shown in Fig. 4. Namely, the regions
EEEEEEEu1 and EEEEEEEu2, which are adjacent and contain the result
clause sssssssek, are two alternative cause regions ofD:

EEEEEEEu1 ¼ fsssssss1; sssssss2; :::; sssssssekg;
EEEEEEEu2 ¼ fsssssssek; ssssssskþ1; :::; sssssssng: (8)

This reveals that document D may contain two alternative
causalities: one is the narrative between the region EEEEEEEu1 and
the emotion result clause sssssssek, and the other is the narrative
between EEEEEEEu2 and sssssssek.

According to the role of causality in narrative understand-
ing [24], [25], the above awareness of causal narrative about
documentD can be helpful in determining its precise region
of cause clauses. Thus, we firstly devise a narrative-aware
causal association (NCA) unit to model the two possible
causal narratives in regions EEEEEEEu1 and EEEEEEEu2 respectively. Subse-
quently, the causal narrative information of these two regions
is integrated together for the causal narrative association vec-
tor r of its whole documentD. To pursue effective text repre-
sentations, we integrate the causal narrative information rrrrrrr
into the document featureEEEEEEEu from the previous layer:

EEEEEEEc ¼ rrrrrrr �WWWWWWW 4EEEEEEEu; (9)

where EEEEEEEc 2 Rn�dm refers the causal narrative representation
of document D. dm is the dimension of the hidden layer in
CNCM. WWWWWWW 4 is the trainable parameters. Guiding by causal
narrative representation, CNCM can capture causal narra-
tive information of ECE documents, which is conducive to
emotion cause detection.

CNA Unit. Here, we take the alternative cause region
EEEEEEEu1 : fsssssss1; sssssss2; :::; sssssssekg as an example to illustrate the imple-
ment process of CNA, as shown in Fig. 5. Considering that
the clause sssssssek is the known result of region EEEEEEEu1, this region
may involve a causal narrative. Namely, there may be a pos-
sible causal association between the sequence ½sssssss1; sssssss2; :::; sssssssk�1�
and sssssssek of this region. Inspired by the semantic coherence in
causal narratives [32], [82], this possible causal association
is manifested by the semantic coherence between the two.
Hence, we utilize the semantic correlation between the
sequence ½sssssss1; sssssss2; :::; sssssssk�1� and result clause sssssssek to measure the
possible causal association between the two for the causal
narrative modeling of the region EEEEEEEu1.

First, according the semantic consistency within dis-
course [25], [30], [32], the semantics of the sequence
½sssssss1; sssssss2; :::; sssssssk�1� is can be represented by its subsequent
semantics because the semantic consistent of the two. Spe-
cifically, considering that LSTM [16] is good at processing
and understanding the semantics of sequence data, we uti-
lize LSTM to handle the sequential clauses of this sequence
by time step for the representation of this sequence:

fffffffr1 ¼ LSTM ½sssssss1; sssssss2; :::; sssssssk�1�ð Þ; (10)

Fig. 4. The causal narrative in a document.

Fig. 5. The architecture of CNA. Here, we take the region EEEEEEEu1 as an
example to illustrate its process.
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where fffffffr1 2 Rdh is the output of LSTM at its final step and
can be regarded as the representation of ½sssssss1; sssssss2; :::; sssssssk�1�. Sec-
ond, we refer to the narrative modeling in the study about
story completion [73] and adopt cosine similarity to figure
out the semantic correlation between this sequence and the
result clause sssssssek:

b1 ¼ Similarity fffffffr1; sssssss
e
k

� � ¼ fr1 � sssssssek
� �

ffiffiffiffiffiffiffiffiffiffiffiffi
fffffffr1ð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffi
sssssssek
� �2q ; (11)

where b1 2 R is used to measure the degree of likelihood of
causality in the alternative cause region EEEEEEEu1.

Similarly, we utilize the CNA unit to handle the other
alternative cause region EEEEEEEu2 to acquire the value b2 2 R,
which is used to measure the possibility of causal narrative
in EEEEEEEu2. And for the sake of calculation, we convert b1 and b2
to the corresponding vector form by copying and padding
operations, respectively:

rrrrrrrui ¼

ðb1;b1; :::; b1|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}; 0; 0; :::; 0|fflfflfflfflffl{zfflfflfflfflffl}Þ; i ¼ 1;

k n� k

ð0; 0; :::; 0|fflfflfflfflffl{zfflfflfflfflffl};b2;b2; :::;b2|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}Þ; i ¼ 2;

k� 1 n� kþ 1

8>>>>>>><
>>>>>>>:

(12)

where rrrrrrrui 2 Rn stands for the causal narrative association
vector of the region EEEEEEEui. k is the number of clauses in EEEEEEEu1,
while n� kþ 1 is the number of clauses in EEEEEEEu2.

Moreover, considering that each discourse segment has
both local and global coherence [30], rrrrrrru1 and rrrrrrru2 are just
involve the possibilities of local causal narratives in docu-
ment D. Thus, it is necessary to integrate the two together
for the global causal narrative of this document. Since rrrrrrru1
and rrrrrrru2 contain the desired information at the position of
clause sssssssek, we realize this integration by the mean operation
as below:

rrrrrrr ¼ ðrrrrrrru1 þ rrrrrrru2Þ=2; (13)

where rrrrrrr 2 Rn refers to the causal narrative association vec-
tor of document D. As stated before, rrrrrrr is integrated into the
document representation Eu to achieve the causal narrative
modeling of this document and obtain the effective docu-
ment representation Ec.

4.5 Emotion Causality Re-Understanding

Inspired by humans’ multiple understanding of long texts
[79], we in this section employ the REA unit again to re-
understand the causality of document D. Specifically, the
above text representation EEEEEEEc is fed into REA as below:

EEEEEEEru ¼ REAðEEEEEEEcÞ; (14)

where EEEEEEEru 2 Rn�dh stands for the final text representation
after this re-cognition of emotional causality of document
D. It could facilitate CNCM to comprehend the emotional
causality of this document very well. The relevant details
are similar to those of the preliminary understanding of
emotional causal correlation for documentD.

4.6 Cause Prediction

In this layer, we leverage the final representation EEEEEEEru of doc-
ument D to predict emotion cause clauses. Specifically, we
fed each clause embedding of EEEEEEEru successively into a single-
layer fully connected (FC) network and a sigmoid function
for cause clauses prediction:

ppppppp ¼ Sigmoid FC EEEEEEEruð Þð Þ; (15)

where ppppppp 2 Rn indicates the probability vector of emotion
cause labels for the clauses in documentD.

4.7 Model Learning

Since the ECE task is a classification problem, we employ
the cross�entropy function as our loss function.

Loss ¼ � 1

m

1

n

Xm
j¼1

Xn
i¼1

yji log p
j
i ; (16)

wherem indicates the number of documents in the datasets.
n means the number of clauses in a random document. yji
refers to the true cause label of the clause ci in the jth docu-
ment of the datasets. To minimize the loss, we use the
Adam optimizer to update the parameters of each layer.
Additionally, we conduct the dropout operation and K-fold
(k=10) cross validation trick to prevent our model training
from overfitting.

5 EXPERIMENTS STUDY

In this section, we first introduce the experiment prepara-
tion, involving the dataset details, evaluative criteria, and
experimental settings. Then, we list some baseline methods,
analyze the experimental results in detail, and conduct
some ablation studies. Subsequently, we make some
detailed analysis of some meaningful issues for our pro-
posed model. Finally, we present several visualization cases
to illustrate the workflow of CNCM.

5.1 Dataset Description

Following the general practice in many previous studies [4],
[14], we conduct experiments on two publicly ECE cor-
puses: a Chinese benchmark dataset [48] based on Sina City
News 2 and an English benchmark dataset [3], [19], [83]
based on an English novel. To provide an intuitive sense of
the datasets, we also present a document example from the
Chinese dataset as shown in Fig. 6. It contains 5 clauses and
is annotated with an emotion phrase. Additionally, we pres-
ent some key information about these two datasets in
Table 2. Particularly, most of the documents in both datasets
contain one cause clause, accounting for more than 90.20%
of the total. In contrast, merely a few documents contain 2
or more cause clauses. Noticeably, according to the num-
bers of the cause clause and general clause (the non-cause
clause) shown in Table 2, we can conclude that the size of
each dataset is not large enough and the number of cause
clauses in documents is extremely uneven.

Given that document size is closely related to document
narrative complexity, we perform statistical analysis on the

2. https://city.sina.com.cn/
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document size of the two datasets according to the number
of clauses, shown in Figs. 7 and 8. It is can be observed that
the document size distribution of the Chinese dataset is rela-
tively centralized, while that of the English dataset is very
scattered. Specifically, the clause count of documents in the
Chinese dataset is mainly distributed from 3 to 11. In con-
trast, the clause count of documents in the English dataset is
mainly distributed from 1 to 25. In short, the document size
of the Chinese dataset is relatively simple and moderate
compared to that of the English dataset.

5.2 Evaluative Criteria

Following [14], [19], [52], we also adopt Precision, Recall,
and F1 to evaluate the performance of models in this paper.

Precision ¼
P

c cause 1P
p cause 1

; Recall ¼
P

c cause 1P
a cause 1

; F1

¼ 2 � Precision �Recall
PrecisionþRecall

;

where
P

c cause is the predicted correct cause clause.
P

p cause

means all the predicted cause clauses.
P

a cause stands for
the annotated cause clauses.

5.3 Experimental Settings

For better training, we initialize the related parameters of
our model by the following settings. First, we split the

dataset into training (80%) and test (20%) sets. In terms of
data vectorization, consistent with [18], we adopt the
advanced pre-trained language model BERT [78] to encode
each input clause into an embedding vector. By investiga-
tion of BERT-wwm used in other works, we fine-tune the
pre-trained model on the training set and acquire the text
vectors with the dimension dw = 1,024. During training, the
initial weights are assigned according to the uniform distri-
bution suggested in [84]. During intermediate steps, we set
dh = 512 to be the dimensions of hidden state in the LSTM
and BiLSTM of CNCM. Empirically, the dimension dm of
ordinary hidden layers in CNCM is set to 64 to ensure the
consistency of the dimension of text representation. Besides,
we use the Adam optimizer with the learning rate of 0.005
to train the networks on an NVIDIA Tesla K80 GPU with
the batch size of 128. And an early stop strategy is employed
to stop the training process when the validated indicators
fail to improve after 10,000 loops. Considering that the data-
sets are not very large and the number of cause clauses in
documents is extremely uneven, we adopt 10-folds cross-
validation and the dropout rate of 0.5 to mitigate possible
overfitting.

5.4 Baseline Methods

We compare our proposed CNCM with the following
groups of baselines:

� Rule-based methods: CB [46] is also a traditional
method that introduces commonsense knowledge
into the ECE task to reveal emotion causes. RB [11] is
an original ECE method that is based on manual
rules for emotion cause detection.

� Machine learning-based methods: SVM+word2vec[85]
combines the strength of SVM classifier and word2-
vec embedding [86] to recognize cause clauses. SVM
+RB+CB [83] is an SVM framework [87] fused with
rules and knowledge for emotion cause identifica-
tion.Multi-kernel [48] is a machine learning approach
which employs the multi-kernel classifier for emo-
tion cause extraction. LambdaMART [53] transforms
the ECE task to a ranking problem and selects cause
clauses by rank criterion.

Fig. 6. A document example in the Chinese dataset. The original text is
on the left, while the corresponding English translation for each clause is
listed on the right.

TABLE 2
Key Information about the Datasets

Item Number Percentage

Chinese Dataset
Documents 2,105 -
Clauses 11,799 -
Emotion cause clauses 2,167 -
Documents with 1 cause clause 2,046 97.20%
Documents with 2 cause clauses 56 2.66%
Documents with 3 cause clauses and more 3 0.14%

English Dataset
Documents 2,156 -
Clauses 13, 838 -
Emotion cause clauses 2,421 -
Documents with 1 cause clause 1,949 90.40%
Documents with 2 cause clauses 164 7.61%
Documents with 3 cause clauses and more 43 2.00%

Fig. 7. The statistics of document size by clause count in the Chinese
dataset.

Fig. 8. The statistics of document size by clause count in the English
dataset.
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� Deep learning-based methods: Memnet [52] designs a
question answering framework which understands
emotion information well by memory network to
address the ECE task. CANN [50] employs attention
mechanism to enhance text representations by cap-
turing the mutual impacts between the emotion
clause and the other clauses for the ECE task. HCS
[13] develops a hierarchical network-based clause
selection framework to model multi-granularity
semantic features to identify emotion cause. MANN
[15] is a multi-attention-based network which real-
izes the emotion cause attention and candidate
clause attention for good text understanding and
emotion cause extraction. FSS-GCN [4] is a graph
convolutional networks incorporating text semantics
and structural information. EF-BHA [18] models the
document-level context and mines clause relations
based on emotion clauses the ECE task. RHNN [14]
is a novel hierarchical neural model that fuses the
sentiment lexicon and common knowledge via
restraining parameters for the ECE task.

5.5 Effectiveness Comparison

The experimental results on the Chinese and English data-
sets are demonstrated in Tables 3 and 4. Here, we analyze
these two tables, respectively.

Performance on the Chinese Dataset. Table 3 shows the
effectiveness comparison related to the Chinese dataset. It
can be found that the Rule-based methods perform rela-
tively poorly. It is probably because they rely heavily on lin-
guistic rules or commonsense, but manual rules or
knowledge can not cover all complex linguistic phenome-
nons. Besides, the indicators of the CB method differ sub-
stantially. It may imply this approach requires more
appropriate commonsense knowledge. In contrast, machine
learning-based approaches can better mine the information
features of text corpuses, so the corresponding performan-
ces are improved to some extent. However, the performance
gains of such methods are limited because they rely on com-
plex artificial features. Evidently, the performances of deep
learning-based methods have generally been further
improved. It is probably because deep neural networks can

simulate human brains to understand semantics very well.
Among these methods, the results of RHNN and EF-BHA
are quite competitive. RHNN incorporates discourse con-
text and prior knowledge, which can contribute to emotion
semantics understanding. While EF-BHA adopts the bound-
aries detecting method of emotion cause spans, which can
reduce the range of detection clauses and improve the effi-
ciency of the model. Noticeably, CNCM achieves a perfor-
mance improvement of 6.6% about the F1 score than the
advanced RHNN model. The superiority of CNCM may
attribute to its grasp of causal narrative in documents,
which enables CNCM to understand the overall emotional
causality of the document more directly and accurately.

Performance on the English Dataset. The performance com-
parison related to the English dataset is shown in Table 4. It
can be observed that the indicators of these approaches in
Table 4 are generally inferior to their indicators in Table 3.
And so does our model CNCM. That is, the models do not
perform as well on the English dataset as they do on the
Chinese dataset. It may be due to textual differences
between the two datasets. As mentioned before, the Chinese
and English datasets are derived from a news corpus and
an English novel respectively. Compared with the Chinese
dataset, the writing style of text in the English dataset is rel-
atively free and literary, which leads to its relatively compli-
cated semantics and narratives. This may account for the
generally poor performance of models in English datasets.
Moreover, as demonstrated in Section 5.1, the distribution
of document sizes in the English dataset is much more com-
plex than that in the Chinese dataset. It indicates a greater
diversity of document structures in the English dataset and
also implies more complex narratives in this dataset. Obvi-
ously, this would hinder the performance of CNCM.
Because CNCM is based on a causal narrative understand-
ing and relatively sensitive to the narrative characteristics of
texts. In summary, the characteristics of language expres-
sion and document structure in the English dataset together
lead to performance degradation of CNCM. As shown in
Table 4, although the overall performance of CNCM is
slightly weaker than that of the most advanced model EF-
BHA, it is comparable to that of the suboptimal model
RHNN.

Comprehensive Comparison. Combining Tables 3 and 4
together, we can find that EF-BHA and RHNN are the
SOTA benchmark models. Furthermore, it can be observed
that these two SOTA benchmark models exhibit different
performance characteristics compared with CNCM on the
Chinese dataset and the English dataset, which are in line
with the analysis above. Thus, to scientifically evaluate
whether our CNCM model is superior to existing models,

TABLE 3
Performances of Different Models on the Chinese Dataset

Model Precision Recall F1

(1) CB [46] 26.72% 71.30% 38.87%
(2) RB [11] 67.47% 42.87% 52.43%
(3) SVM+word2vec [85] 43.01% 42.33% 41.36%
(4) SVM+RB+CB [83] 59.21% 53.07% 55.97%
(5) Multi-kernel [48] 65.88% 69.27% 67.52%
(6) LambdaMART [53] 77.20% 74.99% 76.08%
(7) Memnet [52] 70.76% 68.38% 69.55%
(8) CANN [50] 77.21% 68.91% 72.66%
(9) HCS [13] 73.88% 71.54% 72.69%
(10) MANN [15] 78.43% 75.87% 77.06%
(11) FSS-GCN [4] 78.61% 75.72% 77.14%
(12) EF-BHA [54] 79.38% 78.08% 78.68%
(13) RHNN [14] 81.12% 77.25% 79.14%
(14) CNCM 93.97% 78.85% 85.75%

TABLE 4
Performances of Different Models on the English Dataset

Model Precision Recall F1

(1) Memnet [52] 46.05% 41.77% 43.81%
(2) MANN [15] 79.33% 40.81% 53.28%
(3) FSS-GCN [4] 67.43% 53.03% 59.48%
(4) RHNN [14] 69.01% 52.67% 59.75%
(5) EF-BHA [54] 72.77% 53.05% 61.37%
(6) CNCM 57.69% 62.10% 59.79%

CAO ETAL.: CAUSAL NARRATIVE COMPREHENSION: A NEW PERSPECTIVE FOR EMOTION CAUSE EXTRACTION 1751

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on May 22,2023 at 09:51:52 UTC from IEEE Xplore.  Restrictions apply. 



we perform holistic t-tests of the overall performance for
CNCM and these two SOTA benchmark models (EF-BHA
and RHNN). Through the t-tests, we can acquire over 95%,
and 99% of confidence that CNCM has significant improve-
ment over EF-BHA and RHNN, respectively, which indi-
cates that CNCM has certain superiority.

5.6 Ablation Study

To confirm the effectiveness of each unit in CNCM, we con-
duct ablation experiments via removing or replacing the fol-
lowing three aspects: the causal narrative representations of
NCA, the pre-training model for text embeddings, and the
context-aware emotion attention of REA. The related results
are shown in Table 5.

5.6.1 Causal Narrative Representation of NCA

As stated above, the essential innovation of our proposed
model is the causal narrative representations of the NCA
unit. To examine the effect of this innovation on the final
experimental performance, we conduct experiments on the
ablation model CNCM (w/o NCA), which is derived from
CNCM by removing the NCA unit. As shown in Table 5,
CNCM (w/o NCA) without causal narrative representa-
tions has the worst performance. It suggests that the causal
narrative representations of causal texts could greatly con-
tribute to the performance improvement of the ECE task. It
might be because the causal narrative representation of the
NCA unit could guide CNCM to focus on the emotion cause
region which is more related to the emotion result clause.

5.6.2 Pre-Trained Model for Text Embedding

As we know, BERT can output outstanding text representa-
tions which have been shown to be very effective in many
downstream tasks of natural language processing. Owing to
this reason, we achieve the initial vectorization of texts in
CNCM through BERT’s evolution model BERT-wwm. To
explore the importance of the pre-trained language model
on the ECE task, we replace BERT-wwm with another pop-
ular pre-trained language model, word2vec [86] to conduct
experiments. The corresponding ablation model is CNCM
(w/o BERT). As can be seen from Table 5, the performance
degradation of CNCM (w/o BERT) is very small. It seems
to indicate the superiority of CNCM may not be mainly
attributed to BERT-wwm.

Besides, it can be observed that CNCM (w/o BERT) per-
forms quite well without BERT. For one thing, this may ben-
efit from the contribution of the NCA unit. As shown in
Table 5, CNCM (w/o BERT) has the smallest performance
degradation, while CNCM (w/o NCA) has the largest

performance degradation. It demonstrates that the NCA
unit might contribute more to the effectiveness of CNCM
than BERT. For another, due to the nature of high complex-
ity and lack of large scale corpora, it is usually difficult to
train BERT-based models on small scale datasets of the ECE
task. Therefore, our proposed CNCM can still perform well
on the ECE task without BERT.

5.6.3 Causal Association Cognition of REA

Inspired by the reading habits of human beings [79], CNCM
twice utilizes the REA unit to understand the emotional
causal association of causal narrative. Actually, the REA
unit in the layer of emotion causality understanding is
designed to obtain preliminary cognition about the emo-
tional causal association of documents. By comparison, the
REA in the layer of emotion causality re-understanding
aims to better understand the emotional causal association
with the guidance of the preliminary cognition and the
causal narrative representations of documents. The pro-
posed ablation models are the model CNCM (w/o REA_1)
and CNCM (w/o REA_2), where CNCM (w/o REA_1) is
the evolution model without the REA unit of the prelimi-
nary understanding phrase, and CNCM (w/o REA_2) is the
one without the REA unit of the emotion causality re-under-
standing phrase. As shown in Table 5, after removing one
REA unit respectively, these two evolution models achieve
lower performance than CNCM. It implies that the REA
unit has a great influence on our model.

Another meaningful observation in Table 5 is that the
performance degradation of CNCM (w/o REA_2) is higher
than the one of CNCM (w/o REA_1). It demonstrates that
the second REA unit is something more important than the
first one. Perhaps because the second REA unit is in the last
stage of CNCM, while the first REA is in the initial stage of
CNCM. Thus, the second REA unit has a more direct effect
on CNCM than the first REA.

5.7 Detailed Analysis

In this subsection, we carry out some supplementary experi-
ments to give a detailed analysis of our proposed model
from multiple aspects.

5.7.1 Effects of Cause-Result Order

According to studies about narratology [22], [28], the cause-
result order of causal narrative is either chronological narra-
tive (cause–before–effect) or flashback narrative (effect–
before–cause). Especially in our Chinese dataset, as shown
in Table 6, the former and the latter account for 65.75% and
34.25%. This imbalance may be due to the fact that events
typically are presented in chronological order in narratives
[88]. Because this is consistent with the laws of events
development.

Furthermore, we discuss the effects of the balance about
cause-result order on the performance of the ECE task. As
the results demonstrated in Fig. 9, “the ratio” denotes the
ratio of chronological narrative and flashback narrative in
the corresponding experiment. While “Rate_Actual” refers
to this ratio in the original Chinese dataset. Obviously,
CNCM performs best when the contents of ECE documents
all conform to the chronological narrative. It may indicate

TABLE 5
Ablation Performances of CNCM

Model Precision Recall F1

(1) CNCM (w/o NCA) 90.22% 74.25% 80.89%
(2) CNCM (w/o BERT) 89.71% 80.38% 84.75%
(3) CNCM (w/o REA_1) 82.72% 82.53% 82.62%
(4) CNCM (w/o REA_2) 87.11% 77.70% 82.14%
(5) CNCM 93.97% 78.85% 85.75%
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that CNCM is better at understanding texts with chronolog-
ical narrative. This perhaps has something with the fact that
chronological order is more consistent with the general
norms and basic organization principles of narratives [88].

Significantly, balanced data usually has a positive effect
on experimental performance. Yet, as shown in Fig. 9,
CNCM performs worst when there is an equal proportion
of chronological narrative and flashback narrative. This
anomaly may be because the complex narrative in texts
would increase the difficulty of semantic understanding.
Comparatively speaking, the other experiments perform
better than the one with balanced data. The reason may be
that text semantics is easier to learn and master when the
narrative mode of the corpus is relatively simple. The analy-
sis of this anomaly may also be useful for the semantic
understanding of other long texts. Namely, the simpler the
linguistic patterns of the text are, the easier it is to learn.

5.7.2 Effects of Clause Distance

It is worthwhile to mention that the distance between emo-
tion result clauses and cause clauses is one of the significant
attributes of causal structure. Thus, we conduct relevant
data statistics and experiments to explore the effects of this
factor on the performance of CNCM.

Fig. 10 shows the distance statistics of emotion cause
clauses relative to their emotion result clauses in the Chi-
nese dataset. It can be observed that the positions of emo-
tion cause clauses relative to the emotion result clauses
within a document are usually no more than 3 clauses.
Based on this observation, we choose the documents whose
emotion cause clauses are no more than 1 or 2 or 3 clauses
away from the emotion result clauses to construct three
sub-datasets. The performance of CNCM on these 3 datasets
is shown in Table 7. In this table, the term “Radius_1” indi-
cates the document set, in which the distance of emotion
cause clauses relative to emotion result clauses is no more
than 1 clause. The same principle goes for the term

“Radius_2” and “Radius_3”. Obviously, the data involved
in “Radius_3” covers the vast majority of documents in the
Chinese dataset, which is not difficult to explain why the
performance of the “Radius_3” shown in Table 7 is close to
that of the “Original Dataset”. Additionally, the table also
shows that the closer the distance between emotion cause
clauses and emotion result clauses, the better the perfor-
mance of CNCM. It may be due to that the closer distance
between cause and result in a document, the tighter the
causal semantics of the document. While the tight causal
semantics implies that there is less information loss in the
process of modeling causal structures. This would help to
understand causal associations and identify emotion causes.

5.7.3 Effects of Document Size

Considering that document size is one of the important fac-
tors in determining the narrative complexity of a document,
we also explore the effects of document size on CNCM.
According the statistics of document size by clause count in
Fig. 7, we select the document size in four ranges, i.e,3-4, 5,
6, 7-12 to conduct experiments. The corresponding results
are shown in Fig. 11. Notably, CNCM performs best on all
evaluation indicators when the document size amounts to 6
clauses. When the document size is less than or greater than
6, the results on all evaluation indicators correspondingly

TABLE 6
Statistics of Cause-Result Order in the Chinese Dataset

Item Number Percentage

Documents with chronological narrative 1,384 65.75%
Documents with flashback narrative 721 34.25%
All documents 2105 100.00%

Fig. 9. The effects of cause-result order on the performance of CNCM.
Here, the term “ratio” denotes the ratio of chronological narrative
(cause–before–effect) and flashback narrative (effect–before–cause) in
the Chinese dataset.

Fig. 10. The distance statistics of cause clauses relative to result clauses
in the Chinese dataset. Here, the positive distance indicates that the
cause clause comes before the result clause, while the negative distance
is the opposite. If a document contains multiple cause clauses, we select
its first cause clause for statistics.

TABLE 7
Performances of CNCM on Datasets with Different Distances of
Emotion Cause Clauses Relative to Emotion Result Clauses

Dataset Precision Recall F1

(1) Radius_1 93.00% 89.12% 90.97%
(2) Radius_2 92.25% 87.56% 89.75%
(3) Radius_3 91.89% 80.86% 85.91%
(4) Original Dataset 93.97% 78.85% 85.75%

Fig. 11. The effects of document size on the performance of CNCM.
Here, the document size refers to the clause count of documents in the
Chinese dataset.
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decrease. It seems that moderate document size could help
to document understanding. On one hand, the few clauses
the document contains, the semantic information is less.
Evidently, this case is not conducive to emotion cause iden-
tification of the ECE task because there is less information
available for document understanding. On the other hand,
the more clauses a document contains, the more complex its
semantics and narrative become. In this case, document
understanding becomes difficult, which may lead to the
performance degradation of the ECE task.

Also note that the set of best results in Fig. 11 is even bet-
ter than the results under the actual distribution of docu-
ment size in the original dataset. It may be because various
document sizes lead to complex narratives, which increase
the difficulty of emotional semantics understanding. Fur-
thermore, although the training data size of the former is
smaller than that of the latter, the performance of the former
is better than that of the latter. This is consistent with the
findings in the previous analysis that the amount of training
data does not significantly affect the performance of CNCM.

5.7.4 Effects of Emotion Category

In order to study whether CNCM had a bias for emotion
categories when performing the ECE task, we also under-
take a statistical analysis of emotion category. Taking the
Chinese dataset as an example, first, we use the dictionary-
based approach to identify the emotion of the documents in
the dataset. Here, we use the Chinese emotion ontology
database [89] to classify the emotions of these documents
into seven categories: “glad”, “good”, “angry”, “sad”,
“afraid”, “bad” and “amazed”. Second, we conduct statis-
tics of emotion category for documents in the Chinese data-
set and its test set, respectively. Finally, we perform the
same statistics for the documents whose emotion cause
clauses are correctly predicted in the test set. The statistical
results are shown in Fig. 12. It can be remarked that there is
little difference in the distribution of emotion categories of
documents on the three datasets. This may suggest that our
proposed model is insensitive to emotion categories.

5.7.5 Effects of Training Dataset Scale

To present the performance of CNCM systematically, we
compare the results under different scales of the training
dataset for our developed model. Taking the Chinese data-
set as an example, the corresponding performances are

shown in Table 8. Considering that the training dataset of
the original experiment accounts for 80% of the total data in
the Chinese dataset, we take into account the other three
training data settings: 20%, 40%, and 60% of the total data.
To be specific, we implement experiments under these
training data settings and compare the corresponding per-
formances to the original experiment. It can be found from
Table 8 that the experimental performances of CNCM under
different scales of the training dataset have little difference.
These findings could indicate that our proposed model is
still effective in the case of small training data.

5.8 Case Studies

To provide some intuitive demonstrations of how causal
narrative representation and emotional causal association
improve the effectiveness of our model, we show some case
studies in Fig. 13 to interpret what is happening in the
working flow of CNCM. Fig. 13 A presents a correct
instance, whose predicted cause label is the same as the
truth label. In particular, as shown by the causal narrative
representation of CNCM in the third column of this figure,
the weight of the first alternative cause region is greater
than that of the second region. It suggests the cause clause
may be located in the first alternative cause region. This
inference about the cause region is consistent with the
ground truth. Moreover, in the fourth column of Fig. 13 A,
the data highlighted by color represent the distribution of
emotional attention of the last REA unit. Evidently, the dis-
tribution of emotional attention at clause 4 is larger than
others. It can be conjectured that clause 4 should be the
cause clause since it is most relevant to the result clause
than other clauses. The above inferences are consistent with
the ground truth, which illustrates CNCM can effectively
locate cause regions and focus on clauses that are more rele-
vant to emotion result clauses. Similarly, there is another
instance shown in Fig. 13 B to illustrate the working details
of CNCM.

In addition, we also provide two error cases to illustrate
the existing problems of CNCM. As shown in the third col-
umn of Fig. 13 C, although our model could identify the
accurate causal region by the learned causal narrative repre-
sentation, the emotional causal association learned from the
final emotional attention is biased. Therefore, CNCM misi-
dentifies the adjacent non-cause clause of the real cause as a
cause clause. Notably, the incorrect prediction sentence is
located very close to the actual cause clause. It indicates that
CNCM tends to be misled by the adjacent clauses of the
true cause clause. As a further exploration, we aim to
address this issue in the future.

Fig. 12. The statistics of emotion category in the Chinese dataset.

TABLE 8
Performances of CNCM under Different Scales of Training

Dataset of the Chinese Dataset

Training data size Precision Recall F1

20% of Original Dataset 92.63% 76.12% 83.57%
40% of Original Dataset 92.48% 77.62% 84.40%
60% of Original Dataset 93.11% 79.29% 85.64%
80% of Original Dataset 93.97% 78.85% 85.75%
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6 CONCLUSION AND FUTURE WORK

In this work, we focused on emotion cause extraction and
argued that causal narrative comprehension is very impor-
tant to this issue. To this end, we proposed a novel Causal
Narrative Comprehension Model (CNCM) based on Causal
Narrative Comprehension to address this task. Different
from the previous works focusing on semantic understand-
ing of clauses and emotion phrases, our proposed model
focused on modeling and utilizing the causal narratives of
documents to learn emotional causal association among
clauses for emotion cause extraction. Specifically, CNCM
utilized causal narrative to define cause regions and
obtained causal narrative representations based on narra-
tive coherence of the causes and the results. Guided by the
representation of causal narrative, we developed a result-
aware emotional attention unit to understand the emotional
causal association multiple times, so as to realize the task of
emotion cause detection. Extensive experimental results on
the benchmark datasets demonstrated the effectiveness of
CNCM for the ECE task.

In the future, we will strive to develop a multilingual cor-
pus of the ECE task to refine our studies. Based on this, we
also hope to conduct further research on much more general
narrative material and attempt to make utilization of the
narrative information to promote some appropriate tasks
about text semantic understanding.
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