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Introduction

Cross-domain Sentiment Classification (CDSC)

Refers to the use the similarity knowledge learned in the
source domain to the target domain.

® Sou rce — Ta rg et Source Domain ~ Ps(X,Y) 7& Target Domain ~ Pr(Z, H)
lots of labeled data unlabeled or limited labels
® Single — Invariant | |
Ds = {(xs,3:),Vi € {1,..., N1} Dr = {(z;,?),Vj € {1,..., M}}

Values

The use of similarities between tasks to apply knowledge
learned from a old field to a new field.
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® Unlabeled data e Model versatility T:x: »&%{

® Cold start ® Weak computing ... Attitude




Introduction

Bl Challenges

1. Making full use of domain shared features is pivotal
for cross-domain sentiment classification. So , what
information do we need to focus on in the whole
sentence? How to pay attention?

2. How to mine and utilize this information that is
critical for cross-domain classification tasks?
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Related Work

Source Domain ~ Ps(X,Y)
lots of labeled data

# Target Domain ~ Pr(Z, H)
unlabeled or limited labels

Dg = {(xz,y,),‘v’z S {1, .. ,N}}

® Unlabeled problem

Dr = {(z;,?),Vj € {1,...,M}}
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Related Work

Domain-Adversarial Neural Networks (ICML 2015)

* Input:

« OQutput:yeY,Y={1,23,..,

« Goal:

the target domain
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Related Work

RAM
CPU
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IATN model

« Construct a better sentiment

The appearance of the The appearance of this

t ran Sfe rn etWO I‘k PC looks good, but the dress looks nice, and
battery life is too short. the fabric is not bad.
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« Learn shared information between
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The GAST Model

Limitation of previous methods

1. DNN-based/ PLMs-based methods have become mainstream
Encoders, and the model architecture is based on the evolution
of the DANN framework

2. Design different deep, dedicated to mining better cross-domain
semantic features

There are some problems

1. Semantic representation: Failure to fully utilize the internal
information of the text (parsing & relation)

2. Feature transfer: ignoring important syntactic information in
the process of cross-domain semantic transfer

GAST: Graph Adaptive Semantic Transfer for Cross-domain Sentiment Classification
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The GAST Model

Motivation of our GAST model

1. Sentiment words play a crucial role in CDSC , POS-tags can
distinguish sentiment words (e.g., “horrible” and “interesting”
in the Figure) via the POS-tag “JJ” in a natural way, i.e., the “JJ”
label means the word is an adjective
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The GAST Model

Motivation of our GAST model

2. The sentiment polarity of reviews is largely influenced by the
sentiment word’s neighbors, whether they are in-domain or
across-domain; Meanwhile, different neighbors’ syntactic

relations also have different influences for each sentiment word
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GAST: Graph Adaptive Semantic Transfer for Cross-domain Sentiment Classification
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The GAST Model

Motivation of our GAST model

3. Asshown in Figure, the syntactic graph structures of sentences
in different domains are remarkably similar, which means that
the syntactic rules are domain-invariant and can be naturally
transferred across domains
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The GAST Model

Overall architecture of GAST

1. Generally, GAST improves the semantic representation and

transferable knowledge between domains by aggregating the
information from both word sequences and syntactic graphs

. GAST mainly contains two modules to learn comprehensive
semantics :

*  The firstis POS-based Transformer (POS-Transformer, a in Figure)
*  The otheris Hybrid Graph Attention (HGAT , b in Figure)

-----------------------------------------------------------------------------------------------

Sentiment Semi-supervised Domain (a) {hwrhﬁmé '''''''''''' 1 (b)

Classifier Feature Alignment Discriminator FH : (_I%)—% ] @ o
A A4 YY) FFN - (MarMul o MatMul) | 3 f:f J

i 3 2.8

(a) POS-Transformer —> 3 ] 8"

SN | A |
Words  POS-tags Syntactic Relations Multi-Head :

) ‘ Attention ‘ a3
f * ? S

Source Source Target <O é a

labeled domain unlabeled domain  unlabeled domain Word Embeddings ~ POS-tag Embeddings
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The GAST Model

Detail of the GAST model

1. We project the word’s embedding matrix E into the query, key,
and value matrices

2. Apart from word’s embeddings, we also map the whole tag
embedding matrix

______________________________________________________________
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The GAST Model

Detail of the GAST model

1. Contains two different calculation methods for better relation
representation (i.e., relation-aggregation and relation-activation)

2. Through the above two relational functions, we can obtain two
syntax-enhanced word representations
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The GAST Model

Detail of the GAST model

Integrated Adaptive Strategy
As shown in Figure (c), the strategy includes three loss functions:

1. aclassifier loss for sentiment knowledge learning
2. adiscriminator loss for invariant feature extracting
3. afeature alignment loss for syntax-aware feature alignment
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Experiment

B Dataset Setup & Data Analysis

1. We evaluate GAST on four widely-used Amazon datasets, i.e.,
DVD (D), Book (B), Electronics (E) and Kitchen (K)

2. We count the ratio of different syntactic relationships as shown
in Figure. The proportions between various domains are close,
meaning each sentence’s components might be remarkably
similar, even in different domains

. O Book @DVvVD [ Electronics EKitchen
Domains ‘ Testing set percentage E : :Z
‘ #Train ‘ #Vali. ‘ #Test ‘ #Unlabel | |
' 1R 30
Books 1,600 400 2,000 4,000 : 1 E 25 |

DVD 1,600 400 2,000 4000 : i5%

.
] l_l -
Electronics 1,600 400 2,000 4,000 : ; 150 H_H:‘H_I:U [m M M L[m -
Kitchen 1,600 400 2,000 4000 | i o W i A i dim




Experiment

Experimental & Ablation Results

Our proposed model (BERT-GAST) gets further improvement and
achieves a new SOTA. The reason is that GAST is able to consider the
sequential information and syntactic structures jointly

| DVD (D) Book (B) Electronics (E) Kitchen (K)
Baselines
| DB D—E D—K| B—»D B—E B—K| E—D E—B E—K| K—»D K—B K—E

SCL 77.8 75.2 75.5 80.4 76.5 77.1 74.5 71.6 81.7 75.2 71.3 78.8
SFA 78.8 75.8 75.7 81.3 75.6 76.9 75.4 72.4 82.6 74.7 72.4 80.7
DANN 80.5 77.6 78.8 83.2 76.4 77.2 77.6 73.5 84.2 75.1 74.3 82.2
AMN 84.5 81.2 82.7 85.6 82.4 81.7 81.7 76.6 85.7 81.5 80.9 86.1
HATN 86.6 86.3 87.4 86.5 85.7 86.8 84.3 81.5 87.9 84.7 84.1 87.0
IATN 87.0 86.9 85.8 86.8 86.5 85.9 84.1 81.8 88.7 84.4 84.7 87.6
BERT-DAAT 90.8 89.3 90.5 89.7 89.5 90.7 90.1 88.9 93.1 88.8 87.9 91.7
LSTM 75.6 73.4 - 78.6 75.2 - 72.2 69.6 - - - -
TextGCN 80.8 77.6 79.2 85.3 81.1 79.7 82.6 78.2 82.3 83.3 84.1 81.7
FastGCN 81.6 80.6 81.1 86.0 82.7 82.0 83.5 78.7 84.5 84.2 85.7 83.4
GAST 87.9 87.3 89.1 88.2 86.2 87.4 85.6 83.4 89.3 87.7 87.5 89.4
BERT-GAST 91.1 90.7 92.1 90.4 91.2 91.5 90.7 89.4 93.5 89.7 89.2 92.6
G_Non_Pos-Tran. 85.9 84.7 87.6 86.8 83.4 85.5 84.2 80.4 87.8 85.8 85.5 87.4
G_Non_HGAT 86.6 85.9 88.1 87.4 85.0 86.1 84.5 81.3 88.2 86.4 86.7 88.2
G_Non_IDS 87.2 86.6 87.9 87.6 85.8 86.7 85.0 82.6 88.5 85.9 86.2 87.7
G_Non_agg 87.5 86.7 88.9 88.0 85.9 86.9 85.2 82.6 89.0 87.3 87.2 89.1
G_Non_act 87.3 86.3 88.7 87.7 85.3 86.2 84.8 81.8 88.7 86.9 87.1 88.7




Experiment

Case Study & Hyper-parameter Study

1. the vanilla transformer makes extra decisions on some unrelated
word (e.g., “this”, “please’’) and pays much attention to these
uncritical words

2. On the contrary, POS-transformer can alleviate this problem by
revising attention scores with the help of POS tags

3. HGAT could deal with the problem more appropriately through
the domain-invariant syntactic relations between words

This movie is unbelievably horrible, please reconsider watching. unbelievably
(1) Transformer 008 011 009 016 015 019 013 009
(2) Pos-Transformer 002 017 011 021 018 006 015 010
(3) Hybrid GAT 0.00 022 012 026 021 000 019 000 «‘
(@) Case Example 1: The attention values related to the word “horrible”. S?rlr?:;]:t:c

The plot of this book  was  quite interesting; it is worth  reading! qulte Structures
(1) Transformer 005 008 003 006 0.14 0.07 013 018 005 003 014 004 pl ot worth J
(2) Pos-Transformer 003 009 002 002 012 007 017 021 002 005 012 008 m 0 m
(3 Hybrid GAT 000 016 000 000 000 021 028 024 000 000 011 0.00 Was intezesting

(b) Case Example 2: The attention values related to the word “interesting”’.




The GAST model with 40%
samples even performs better
than IATN with 80% samples,
which proves that GAST gains
an advanced adaptive ability

and efficiency in CDSC

__&__e::g::g::g::g::S
—_—— - - P 2 =
o= *__.ﬁ- e ——
- L =
- -
*_-*’ ’A———A”
==
-~
A-""A(

The quality of the syntactic

graph affect the final results,

which shows the effectiveness

Syntax Parser ‘ D—B ’ D—E ‘ D—K
(1) Without Graph | 866 | 859 | 831
(2) Stanford Graph 87.1 86.6 88.6
+compare with (1) (+0.5) (+0.7) (+0.5)
(3) Biaffine Graph 87.9 87.3 89.1
+compare with (1) (+1.3) (+1.4) (+1.0)
+compare with (2) (+0.8) (+0.7) (+0.5)

of syntactic features for CDSC
research
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Conclusion

e Learn what?
v Adaptive Graph Features ( pos-tags & dependency relations)

e How to learn?
v Graph Adaptive Semantic Transfer (GAST) model

e Experimental analysis

In the Feature

e Further characterization of graph structural information
e Dynamic semantic change & dynamic graph learning
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See more details in our paper:

Graph Adaptive Semantic Transfer for Cross-domain Sentiment Classification

http://home.ustc.edu.cn/~sa517494/files/sigir22.pdf
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