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Abstract
Knowledge-basedvisual question answering (KB-VQA) requires to answer questions accord-
ing to the given image with the assistance of external knowledge. Recently, researchers
generally tend to design different multimodal networks to extract visual and text semantic
features for KB-VQA. Despite the significant progress, ‘caption’ information, a textual form
of image semantics, which can also provide visually non-obvious cues for the reasoning pro-
cess, is often ignored. In this paper, we introduce a novel framework, the Knowledge Based
Caption Enhanced Net (KBCEN), designed to integrate caption information into the KB-
VQA process. Specifically, for better knowledge reasoning, we make utilization of caption
information comprehensively from both explicit and implicit perspectives. For the former,
we explicitly link caption entities to knowledge graph together with object tags and question
entities. While for the latter, a pre-trained multimodal BERTwith natural implicit knowledge
is leveraged to co-represent caption tokens, object regions as well as question tokens. More-
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over,wedevelop amutual correlationmodule to discern intricate correlations between explicit
and implicit representations, thereby facilitating knowledge integration and final prediction.
We conduct extensive experiments on three publicly available datasets (i.e., OK-VQA v1.0,
OK-VQA v1.1 and A-OKVQA). Both quantitative and qualitative results demonstrate the
superiority and rationality of our proposed KBCEN.

Keywords KB-VQA · Image captioning · Explicit and implicit learning · Knowledge
reasoning · Mutual correlation

1 Introduction

Knowledge-based visual question answering (KB-VQA) [1] is a challenging task that requires
an AI system to answer questions related to an image by leveraging external knowledge
sources to enhance its prediction. KB-VQA harnesses three different sources of information:
the input visual information (the image), the input textual information (the question) and
external knowledge. By doing this, KB-VQA can help AI systems achieve a more human-
like understanding of the world, which can enable practical applications such as improving
image search and assisting visually impaired individuals. Although there has been great
success in traditional VQA tasks [2–5], it is still full of challenges to achieve the human-like
ability of co-comprehending images, questions and external knowledge together for KB-
VQA. As a result, KB-VQA is an active area of research in natural language processing and
computer vision, attracting increasing research interest in recent years.

With the successful accomplishments of various multimodal modeling methods, much
progress has been made in this area. Most of those works focused on designing various
networks to better extract image features, question features and link them with external
knowledge. Early research [6] applied VGG [7] to extract image features, used Word2Vec to
represent questions as word embeddings and constructed specific queries to retrieve support-
ing facts in the knowledge base. More recently, in order to better capture object regions and
salient targets in the image, someworks [8, 9] utilizedMask R-CNN [10], Faster R-CNN [11]
as the visual feature extractor to extract a set of regional visual features. With the widespread
application of vision-language pre-training (VLP) models, some VLP models, like ViL-
BERT [12] and LXMERT [13], improved visual representations for vision-language tasks
from large-scale unsupervised datasets. In terms of introducing external knowledge for KB-
VQA, previous studies designed various fusion networks for different types of knowledge,
and there are some common approaches to utilizing external knowledge. The first common
approach is parsing the knowledge in a symbolic format that usually consists of a collection
of (subject, relation, object) triplets. For example, Gardères et al. [14] and Zhu et al. [15]
designed graph structure networks to exploit ConceptNet KG for encoding structured knowl-
edge. Different from that, another common approach is learning free-form knowledge in the
network, which usually uses the raw contents as input. Among these networks, transformer-
based architecture plays an extremely important role. For example, Lu et al. [12] and Tan
et al. [13] built different multimodal transformer architectures, pre-trained on large-scale
image-text datasets, to capture multimodal knowledge.

Although impressive progress has been accomplished with these efforts, there still exist
several limitations to be unresolved. For example, the majority of the KB-VQA methods
mentioned above only take into account visual features when utilizing images. However,
in many instances, there is still a great deal of potentially useful information concealed in
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Fig. 1 (a) is an example of the importance of image captions in knowledge reasoning. The model can correctly
answer the question based on the image by using the caption. (b) is an example of the explicit and implicit
knowledge contained in KB-VQA

the image, and relying solely on the analysis of visual features and the addition of pertinent
external knowledge is insufficient to provide accurate answers. Taking Fig. 1a as an exam-
ple, for a vision model (e.g., Faster R-CNN), it can easily recognize that there are ‘woman’,
‘cellphone’ and ‘towel’ in the image. Thus, the model might make a wrong prediction ‘cell-
phone’ based on visually salient objects and simple common knowledge. However, when
introducing caption information into the reasoning process, ‘mirror’ then can be answered
correctly. Although there is no mirror visually presented in the image, the caption can clearly
describe that the woman needs to be in front of a bathroom mirror to take a selfie, no matter
whether the target appears saliently or not in the image.

As a matter of fact, a caption is a textual form of image semantics, which can provide visu-
ally non-obvious cues for the reasoning process. Therefore, caption information is essential
to improving image comprehension, especially for objects that are visually inconspicuous
or invisible in the image. This naturally brings a new perspective for KB-VQA, which leads
to the main focus of this paper: how to make better utilization of caption information?
Unfortunately, inherent challenges persist in devising an effective way to incorporate cap-
tion information into KB-VQA. For one thing, the data in KB-VQA is multi-source and
multimodal, including image data, text data, knowledge graph and so on. How to perform
data processing and joint modeling on these structured and unstructured data is an important
challenge to be resolved. For another, how to incorporate the caption into KB-VQA and
make comprehensive utilization of it for better knowledge reasoning and integration is also
an important challenge in this paper.
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As illustrated in Fig. 1b, there usually exists rich external knowledge in KB-VQA tasks.
Explicit knowledge (e.g., knowledge graph) usually originates from expert annotations, with
a relatively small quantity but high quality. Implicit knowledge (e.g., pre-training) usu-
ally comes from task-specific pre-training on large-scale corpus with low interpretability.
Therefore, different types of external knowledge can exhibit distinct data characteristics
and coverage areas. This also to some extent inspires us to integrate caption information
into the KB-VQA framework and jointly model multimodal data types in a comprehensive
manner (i.e., explicitly and implicitly).

To this end, we propose a novel Knowledge Based Caption Enhanced Net (KBCEN) to
leverage the caption and incorporate it into the reasoning and integration. Concretely, we first
utilize Faster R-CNN [11] to extract visually salient object features and BERT [16] to learn
question representations. Then, we make utilization of caption information comprehensively
from both explicit and implicit perspectives for better reasoning. For the former, we explicitly
link caption entities to knowledge graph (KG), together with object tags and question entities.
While for the latter, a pre-trained multimodal BERT [17] with natural implicit knowledge is
leveraged to co-represent caption tokens, object regions as well as question tokens. Finally, to
model the unclear but complex correlations between explicit and implicit reasoning processes,
we further develop a mutual correlation (MC) method for knowledge integration and final
prediction.

To emphasize, we summarize the primary contributions of our work as follows:

• We observe the great potential of image caption for KB-VQA and propose to take both
textual caption and visual information into consideration.

• We propose a novel KBCEN, in which a multimodal transformer and graph neural
networks are designed to represent the multi-source and multimodal features compre-
hensively, i.e., explicitly and implicitly.

• To learn the complex but unclear correlations between explicit and implicit represen-
tations, we further develop a mutual correlation method to enhance each other from a
mutual perspective.

• We conduct extensive experiments on three publicly available datasets (i.e., OK-VQA
v1.0, OK-VQA v1.1 and A-OKVQA). Both quantitative and qualitative results demon-
strate the superiority and rationality of our proposed KBCEN compared with baseline
approaches.

The rest of the paper is organized as follows. In Sect. 2, we review literature that is
closely related to our work. Next, our proposed method and technical details are presented in
Sect. 3. Then, we conduct extensive experiments on benchmark datasets and perform detailed
analyses in Sect. 4. Finally, we conclude our work and summarize possible future work in
Sect. 5.

2 Related work

In this section, we will review the literature from three aspects: Visual Question Answering,
Knowledge-based Visual Question Answering, as well as Multimodal Vision and Language
Modeling, which are closely related to our work in this paper.
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2.1 Visual question answering

Visual question answering (VQA), aiming to answer questions pertaining to a given image,
has gained huge interest in recent years. In the earlier attempt at visual question answer-
ing, most studies of VQA are typically based on the CNN-RNN architecture [18–21]. For
example, Malinowski et al. [18] integrated CNN and LSTM into an end-to-end architecture
to predict answers conditioning on questions and corresponding images. For a better com-
bination of image and question information, bilinear pooling methods [22, 23] have been
proposed to fuse visual features from images with textual features from questions in fine-
grained mode. Yu et al. [22] proposed a multimodal factorized bilinear pooling approach to
fuse multimodal features. Ben-Younes et al. [23] leveraged a bilinear super-diagonal fusion
strategy to optimize the trade-off between the expressiveness and complexity of the fusion
mode. With the popularity of attention mechanisms and transformer architectures, various
neural network modules [24–27] have been exploited in VQA tasks by adaptively learning
the attended image features for a given question. Yang et al. [24] proposed a stacked atten-
tion network to learn the attention iteratively via multi-step reasoning. Anderson et al. [25]
introduced a bottom-up and top-down attention mechanism at the level of objects and other
salient regions. Liang et al. [26] designed a focal visual–text attention network for collec-
tive reasoning of visual and text sequence information. Changpinyo et al. [27] initialized the
encoder from T5 and utilized a multilayer transformer to fuse the intermediate representation
for textual question generation.

Despite the remarkable performance in traditional VQA tasks, they could only answer
visual questions based on the given image and did not have a mechanism to incorporate
the required knowledge from external sources. Reasoning approaches in the above work are
always based on image and question features, which cannot be extended to involve external
knowledge. To go one step further, in this paper, our study pays attention to not only original
input features but also external knowledge during progressive reasoning.

2.2 Knowledge-based visual question answering

Based on the traditional VQA, the more challenging KB-VQA [1] was proposed, aiming
to predict answers for general questions by leveraging external knowledge beyond image
content. Multiple KB-VQA datasets have been proposed and played a crucial role in KB-
VQA research [6, 28–30]. In [28], the early KB-VQA dataset only involved 700 images
from the MSCOCO validation set and 2402 questions generated by predefined templates.
FVQA dataset [6] contained 2190 images and 5826 questions, in which each question–
answer sample was annotated with its own knowledge bases and ground-truth supporting
facts. The dataset provided a supporting fact for ‘question–answer’ pairs in the form of a
structural triplet (image, question, answer, supporting fact). OK-VQA v1.0 dataset [1] was
the first large-scale dataset with questions that needed to be answered using open-world
knowledge instead of a provided fixed knowledge base. OK-VQA v1.1 dataset [9] was a
more recent open-domain dataset that covered a wide range of topics and included 14,055
questions based on 14,031 images. A-OKVQA dataset [29], based on OK-VQA datasets,
was specifically targeted for KB-VQA on open-domain natural scenes.

Recent methods for KB-VQAmainly focused on designing various networks to introduce
various knowledge to solve KB-VQA tasks, including knowledge graph-based approaches
[14, 15], unstructured knowledge-based approaches [31, 32], implicit knowledge-based pre-
training approaches [12, 13] andmulti-source knowledge-based hybrid approaches [8, 9]. For
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example, Gardères et al. [14] exploited and evaluated the knowledge graph ConceptNet for
encoding common sense knowledge on the OK-VQA dataset. Gao et al. [31] usedWikipedia
passages as the external knowledge base and retrieved top-k relevant knowledge for the KB-
VQA task. Lu et al. [12] pre-trained on large-scale image-text datasets and then fine-tuned it
on the specificKB-VQA task.Wu et al. [8] constructed amulti-source hybrid knowledge pool,
includingWikipedia, ConceptNet and Google Images, to query the most relevant knowledge.
Motivated by the promising capacity of LLMs, someworks [33–38], based onmassivemodel
scale and computing power, achieved comparable results with other models trained on the
specific KB-VQA dataset. Lin et al. [33] transformed the image into plain text and encoded
the question, visual context and knowledge passages into T5 model for answer generation.
Prophet [39], Promptcap [40] and KAT [41], based on GPT-3 with 175 Billion parameters,
achieved good performance. Shao et al. [34] introduced answer heuristics generation and
heuristics-enhanced prompting to activate the capacity of GPT-3. Lin et al. [35] prompted
GPT-3 by regional tags, question and context in natural language space to retrieve external
knowledge.

However, most of the aforementioned methods did not fully explore the relationships
and correlations between different types of knowledge effectively. Explicit knowledge (e.g.,
knowledge graph) usually originates from expert annotations, with a relatively small quantity
but high quality. Implicit knowledge (e.g., pre-training) usually comes from task-specific pre-
training on large-scale corpus with low interpretability. Therefore, different types of external
knowledge can exhibit distinct data characteristics and coverage areas. Jointly learning from
both explicit and implicit knowledge can be helpful for knowledge integration and answer
prediction.

2.3 Multimodal vision and languagemodeling

With the rapid development of vision-language modeling techniques, research on vision and
language tasks has explored a wide range of multimodal fusion strategies [42–46]. In the
earlier attempt at vision-language modeling, simple concatenation or element-wise multipli-
cation between visual and linguistic elements was proposed for cross-modal feature fusion
[47]. To capture high-level interactions between multiple modalities, Fukui et al. [48] pro-
posed to utilizemultimodal compact bilinear pooling to project image and text representations
to a higher dimensional space. Gao et al. [49] combined cross-modal self-attention and co-
attention mechanisms to ensure efficient information exchange within and across image and
language modalities. Hannan et al. [50] considered three distinct modalities (text, images
and tables) and explored the interactions between natural language and other modalities.

With the great success of Transformer [51] and BERT [16] in natural language processing
fields, many recent multimodal works have been inspired and proposed transformer-based
fusion ofmultiplemodalities [52–57]. Based on themodel structures, these transformer-based
methods can be broadly classified into two types: single-stream and two-stream. VisualBERT
[17], Unicoder-VL [58] and VL-BERT [59] proposed the single-stream architecture to work
on both images and text simultaneously. ViLBERT [12] and LXMERT [13] proposed the
two-stream framework to deal with images and text separately and fuse them by another
transformer in the next phase.With the exploration of a unified architecture formultimodality,
more recent works (e.g., CLIP [60], BLIP [61], ImageBind [62]) have been successively
proposed. These methods have demonstrated their capacity to retain comprehensive cross-
modal understanding, resulting in remarkable performance in various multimodal tasks.

123



Caption matters: a new perspective... 6981

Fig. 2 The overall architecture of Knowledge Based Caption Enhanced Net (KBCEN) for knowledge-based
visual question answering

The development of these methods has greatly promoted the advancement of KB-VQA,
one of the essences ofwhich is also to better jointlymodel images and text. However, the great
potential of caption information is often ignored in prior research. It can provide visually
non-obvious cues for the reasoning process. Therefore, in this paper, we advocate for greater
emphasis on caption information and introduce a novel Knowledge Based Caption Enhanced
Net (KBCEN) to make utilization of caption information comprehensively from both explicit
and implicit perspectives.

3 Method

In this section, we mainly introduce the problem statement and technical details of our
proposed Knowledge Based Caption Enhanced Net (KBCEN).

3.1 Problem statement

First of all, we formally define our task here. Given an image I , its caption C, a question
Q related to the image, external knowledge K as well as an answer vocabulary set A, our
goal is to learn a KB-VQAmodel ξ which is able to precisely predict the meaningful answer
a ∈ A, with a = ξ(I,C, Q, K ).

Notably, the statement here is actually a general form of problem definition. If C is
available in the dataset, it could be directly used as the task input. Otherwise, we can generate
it in our framework with pre-trained image captioning models (e.g., VinVL [63]). Both cases
are applicable to our proposed method.

To achieve this goal, as depicted in Fig. 2, we propose a novel KBCEN which embodies
four main components: (1) Semantics Representation: introducing captions, extracting visual
and question features; (2) Caption Enhanced Knowledge Reasoning: reasoning with implicit
and explicit knowledge; (3) Mutual Correlation: mutual correlating two different feature
representations for information enhancement; (4) Answer Prediction: predicting the answer
robustly. The details will be introduced in the following parts.
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3.2 Semantics representation

3.2.1 Image representation

Since both visual features and caption semantics from the image are vital for knowledge-
based visual question answering, we extract them simultaneously in this component.

Faster R-CNN [11] has powerful capabilities for image representation and salient object
detection. Therefore, in this paper, following [14, 15], we employ Faster R-CNN, pre-trained
on Visual Genome [64], as the visual feature extractor. Specifically, we apply Faster R-CNN
to detect a set of object regions O = {oi }noi=1 and corresponding object tags T = {wi }nti=1 in
the image. We represent each object oi by a visual feature vector f i ∈ R

d f (d f = 2048) and
a spatial feature vector bi ∈ R

db (db = 4):

O, T = fOD(I), (1)

where fOD(·) is object detection model, e.g., Faster R-CNN.
A comprehensive understanding of image content plays a vital role in visual question

answering. Apart from object-centric visual features, image-level caption information has
been proven to be crucial in image content understanding, as demonstrated in [65, 66]. When
humans are asked about the content of an image, they usually recognize the salient objects,
consolidate their relationships, and then apply common sense knowledge to describe them
syntactically and semantically. Inspired by human behavior,we introduce image-level caption
information, since image caption mimics the remarkable human ability by compressing a set
of salient visual information into descriptive language.

As mentioned above, the caption can provide visually non-obvious or invisible cues for
reasoning, such as Fig. 1a. Therefore, to comprehensively represent the image, in this paper,
we view caption information C as a textual form of image semantics. In particular, if the
caption is not provided in the dataset, such as those VQA-related datasets, we can employ an
image captioning model to generate it. In order to better understand the semantic information
of an image and generate its accurate description, as shown in Fig. 2, we select a state-of-the-
art image captioning model, specifically VinVL [63], to transform image-level information
to caption text.

3.2.2 Text representation

BERT [16] has been proven to be a great success in various natural language processing tasks,
especially for text encoding. Therefore, following [8, 14], we utilize BERT as the text encoder
in this paper.As shown in Fig. 2,we employBERT to process and represent both question (i.e.,
Q) and the generated image caption (i.e., C) in this paper. To be specific, we tokenize Q
and C usingWordPiece [67] as in BERT to generate sequences of discrete tokens, consisting
of vocabulary words and a small set of special tokens, i.e., ‘SEP,’ ‘CLS,’ ‘MASK.’ Then, we
embed them with pre-trained BERT embeddings to generate sequences of ds-dimensional
token representation Q = {wq

1 , ...,w
q
nq } ∈ R

nq×ds and C = {wc
1, ...,w

c
nc } ∈ R

nc×ds . The
representation of each token is composed of three parts: a token-specific learned embedding,
an encoding for its position within the sequence and an encoding for its segment, which
shows the index of the token’s sentence if multiple sentences exist.
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3.3 Caption enhanced knowledge reasoning

In the Semantics Representation component, we have obtained question features and rep-
resented visual features comprehensively from multiple aspects (e.g., salient objects, object
tags and image caption). How to better leverage image caption and incorporate it into knowl-
edge reasoning is still very challenging. To this end, we propose tomake utilization of caption
information comprehensively from both explicit and implicit perspectives.

3.3.1 Reasoning with explicit knowledge

To better answer visual questions inKB-VQA, it is necessary to introduce external knowledge
from various knowledge sources. Unlike previous work such as FVQA [6], we do not have
a ground-truth set of facts or knowledge which can be used to answer the question. We first
need to choose which knowledge sources to use and how to integrate and represent them.

Following [9, 14], we choose four different knowledge sources to construct our knowledge
graphs, i.e., ConceptNet [68], DBPedia [69], VisualGenome [64] and hasPartKB [70]. They
cover crowdsourced data, encyclopedic data, visual data, knowledge about everyday objects,
science, specific people, places and events. For better knowledge representation, we use
the relational graph convolutional network (RGCN) [71] as the base graph network for our
model. Unlike the related GCN [72], RGCN uses different weight matrices for different
edge types (the ‘is_a’ relationship is different from the ‘has_a’ relationship) and different
edge directions (‘vegetable is_a food’ is different from ‘food is_a vegetable’). Therefore, the
differences in edge types and edge directions can be easily captured and well represented by
this type of network structure.

With these knowledge sources, we can capture a vast amount of knowledge about the
world, and more details of these knowledge graphs are described as follows.

ConceptNet is a knowledge graph built from several different primary sources, including
Wiktionary, Open Mind Common Sense and Games with a purpose. It contains over 21 mil-
lion edges and over 8million nodes, representingwords and phraseswidely used and common
sense relationships between them. DBPedia is a knowledge graph collected from Wikipedia
articles and tables. It allows you to ask sophisticated queries against datasets derived from
Wikipedia and to link other datasets on the Web to Wikipedia data. VisualGenome is a
knowledge graph built from the intersection of the YFCC100M and MSCOCO. It can rep-
resent the interactions and relationships between objects in an image and include objects,
attributes, relationships and noun phrases in region descriptions. hasPartKB is a knowledge
graph with ‘hasPart’ relationships extracted from a large corpus of generic statements. It
contains 49,848 edges with information about quantifiers, argument modifiers and links the
entities to appropriate concepts in Wikipedia and WordNet.

To integrate different knowledge sources, we first fuse all knowledge triplets from the
four knowledge graphs. Then, remove all stop words (e.g., ‘is,’ ‘the,’ ‘a’) from the set to
avoid non-meaningful edges. Next, we collect all of the semantic concepts from the dataset
and then include edges that only include these concepts. After this filtering, we generate a
final knowledge subgraph. According to the statistics of the experimental results, the final
graph includes 379,624 edges and 8471 nodes, and an average of 24.65 nodes is activated
per question.

To better leverage explicit knowledge and align with graph nodes, we extract all of the
semantic concepts from the input (i.e., object tags, caption entities and question entities). In
this process, we utilize BERT to segment the caption and question text to obtain candidate
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entities. Meanwhile, we also use the visual recognition system (i.e., Faster R-CNN) to gen-
erate and pick up object tags. Then, RGCN receives the input denoted as the H (0) ∈ R

n×ds

layer with n node inputs of size ds . For each layer in RGCN, we have a nonlinear function
H(l+1) = f (H (l), K )where K is the knowledge graph. After all RGCN layers are computed,
we end up with the explicit embedding matrix Zexp ∈ R

de×ds .

3.3.2 Reasoning with implicit knowledge

Based on [8, 9], we further extend the multimodal BERT to better incorporate caption infor-
mation into the implicit reasoning process. The extended multimodal BERT is pre-trained
on BooksCorpus (800M words) and English Wikipedia (2.5B words), which naturally intro-
duces implicit knowledge into KB-VQA. Since vision-language pre-training has shown great
potential for many multimodal tasks, we further pre-train the multimodal BERT on the train-
ing set of KB-VQA-related dataset (i.e., VQAv2 [73]). As depicted in Fig. 2, we build the
multimodal transformer model and input object regions, caption tokens as well as ques-
tion tokens into the extended multimodal BERT together for joint learning and reasoning to
generate the implicit embedding matrix Zimp ∈ R

dm×dh .

3.4 Mutual correlation

In the Caption Enhanced Knowledge Reasoning component, joint representations from two
perspectives (i.e., with explicit or implicit knowledge) have been obtained. However, the
two features should not be independent of each other, since they have similar inputs and the
same learning goal. Therefore, there might be some complex but unclear correlation between
them. How to model and utilize the correlation is crucial for better joint representation and
performance improvement. As shown in Fig. 2, we develop a novel mutual correlation (MC)
module to learn the unclear but complex relation between explicit and implicit knowledge-
enhanced representations. The technical details are introduced as follows.

3.4.1 Implicit to explicit

As mentioned above, incorporating implicit knowledge plays a vital role in judging the
correct answer in the KB-VQA task. It seems viable to leverage implicit knowledge to
enrich explicit representation. Specifically, as shown in Fig. 2, we first transform implicit
embeddingmatrix Zimp into implicit feature vector h̄with average pooling. Then,we leverage
matrix multiplication to generate the well-learned explicit representation ŝ. The implicit
representation is reused for enhancing explicit embedding, and this gives us a late fusion
between the implicit and explicit parts in the mutual correlation module. The process is
formulated as follows:

h̄ = avg_pooling(Zimp),

ŝi = σ((W sZ
exp
i + bs)T (Wh h̄ + bh)),

(2)

where W s , Wh are trainable parameters, and avg_pooling(·) means average pooling.

3.4.2 Explicit to implicit

Since explicit representation from KGs covers the wide variety of knowledge needed to
answer visual questions, it is also vital to enhance the implicit representation with the explicit
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one.As is known to all, attentionmechanismplays a crucial role in extracting themost relevant
parts from inputs for outputs [74, 75]. Therefore, as shown in Fig. 2, with the query of the
explicit feature, we adopt attention mechanism to calculate different weights of vectors in
implicit feature matrix (i.e., Zimp). It could be computed as follows:

s̄ = avg_pooling(Zexp),

M i = tanh(W zZ
imp
i + W p s̄),

α = so f tmax(WT
a M),

ĥ =
dm∑

i=1

αi Z
imp
i ,

(3)

where W z , W p , Wa are trainable parameters. α denotes the attention weight computed
from the avg-pooled explicit vector s̄ to implicit feature matrix Zimp . Then, αi is utilized to
calculate a weighted sum (i.e., ĥ) of different vectors in the implicit feature matrix.

3.5 Answer prediction andmodel learning

3.5.1 Answer prediction

With our proposedMC,we could obtain well-learnedmultimodal representation vectors (i.e.,
ĥ and ŝ). Next, we employ two multilayer perceptrons (MLPs) to calculate the answer sepa-
rately. Specifically, each MLP consists of two hidden layers with ReLu activation function
and a so f tmax output layer, which can be formulated as follows:

ps = MLP1(ŝ), ph = MLP2(ĥ), (4)

where ps and ph indicate the probability distribution vectors of explicit and implicit rep-
resentations about candidate answers, respectively. Finally, we make the final prediction by
choosing the highest scoring answer from the two vectors.

pa = max( ps, ph). (5)

3.5.2 Model learning

SinceKB-VQA is formulated as a classification problem in this paper, we adopt cross-entropy
as the loss function:

L = −1

n

n∑

i=1

yi logP( pai | I, Q,C), (6)

where yi is the true answer label of the i th instance of the dataset, and n represents the
number of training instances.

4 Experiment

In this section,wefirst introduce the experiment preparation, involving the data description
and experiment setting. Then, we evaluate the model performance on three public benchmark
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Table 1 Statistics of OK-VQA v1.0, v1.1 and A-OKVQA datasets for knowledge-based VQA. Specifically,
we show the number of images, number of questions, average question length, average answer length and
answer processing method in each dataset

Dataset #Image #Question Question length Answer length Answer processing

OK-VQA v1.0 [1] 14,031 14,055 8.1 1.3 Raw

OK-VQA v1.1 [9] 14,031 14,055 8.1 1.3 Word stemming

A-OKVQA [29] 23,692 24,903 8.8 1.3 Word stemming

datasets and conduct some ablation studies. Next, we give a detailed analysis of the model
and experiment results. Moreover, we also present both quantitative and qualitative studies
to demonstrate the superiority and rationality of our proposed method.

4.1 Data description

We evaluate our method on Outside Knowledge Visual Question Answering Dataset (OK-
VQA) v1.0 [1], OK-VQA v1.1 [9], as well as Augmented successor of OK-VQA (A-
OKVQA) [29]. The three datasets are specifically targeted for the knowledge-based VQA
task on open-domain natural scenes, only including questions that require external resources
to answer.

OK-VQA v1.0 is composed of 14,031 images and 14,055 questions. Its questions cover
a variety of 10 knowledge categories, and are annotated by Amazon Mechanical Turkers.
Each data sample is made up of one image, one corresponding question and 10 ground-truth
answers. The training and testing sets consist of 9009 and 5046 samples, respectively.

Compared with the v1.0 version, the OK-VQA v1.1 dataset uses a good word-stemming
method on the raw answers to improve their quality, resulting in a more coherent answer
vocabulary. They have the same data scale and split.

A-OKVQA contains a diverse set of 23,692 images and 24,903 questions requiring a
broad base of commonsense and world knowledge to answer. Questions in A-OKVQA are
challenging, conceptually diverse and require knowledge outside the image. Compared to
existing knowledge-based visual question answering datasets, they cannot be answered by
simply querying the knowledge base.

To show these datasets more clearly and intuitively, we perform statistical analysis of these
datasets for the knowledge-based VQA task, shown in Table 1. We also show the distribution
of knowledge types required for answering questions on different datasets in Fig. 3.

4.2 Experiment setting

4.2.1 Model setting

For multimodal BERT, we initialize the network from BERT-base with 12 layers, a hidden
size of 768 and 12 attention heads.

For the knowledge graph module, we initialize the base graph network from RGCN with
two convolutional layers, a node hidden size of 128. The max sentence length of the image
caption and the question is set to 128. The visual embedding dimension of the image is set
to 2048. For explicit and implicit embedding matrix dimensions, we set (de, ds, dm, dh) =
(1746, 128, 228, 768).
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Fig. 3 The distribution of knowledge types required for answering questions on different datasets. aWe show
the percentage of visual questions falling into 10 knowledge categories on OK-VQA v1.0 and v1.1 datasets.
b We show the knowledge type distribution on the A-OKVQA dataset

4.2.2 Training setting

To initialize the model, we set all weights such as W following the truncated normal distri-
bution, and use AdamW optimizer with the learning rate of 5 × 10−5, warmup scheduler of
cosine, warmup steps of 2000. Furthermore, we set the batch size to 32 per GPU and the total
training epochs to 120. Our model is implemented with PyTorch and trained on 2 Nvidia
Tesla V100 GPUs.

4.2.3 Evaluation metrics

Following [76, 77], for better comparison, we also adopt the standard VQA evaluation metric
tomeasure the performance of differentmethods. Each question has ten ground-truth answers
annotated by ten different people, where people who provide answers are not the same as
people who ask questions. The answers are evaluated with the standard VQA accuracymetric
as follows:

Acc(ans) = min

(
1,

#{humans provided ans}
3

)
, (7)

where #{humansprovidedans} means the number of humans that provided the answer. In
addition, the top-1 accuracy and top-3 accuracy are calculated for each method.

Our project codes as well as data are all publicly available at https://github.com/zzmyrep/
KBCEN.

4.3 Baselines

In this paper, we compare our model against the following baselines:

• MLP [1]: having three hidden layers with ReLU activation and a hidden size of 2048
with the image and question features as input.

• BAN [2]: leveraging a co-attention mechanism between the bottom-up detection features
of the image and the question features.

• BAN+KG-Aug [3]: incorporating the aggregated external knowledge from knowledge
graphs into BAN through a context-aware fusion mechanism that requires no ground-
truth facts as supervised guidelines.
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• MUTAN [4]: utilizing a multimodal tensor-based Tucker decomposition, which encodes
full second-order interactions, to efficiently parametrize bilinear interactions between
visual and textual modalities.

• Mucko [15]: proposing a modality-aware heterogeneous graph network to capture com-
plementary evidence that is most close to the visual question.

• ViLBERT [12]: extending the BERT architecture to a multimodal two-stream model,
processing both visual and textual inputs in separate streams that interact through co-
attentional transformer layers.

• LXMERT [13]: consisting of a natural language encoder, an object relationship encoder
and a cross-modality encoder, and then pre-trained with diverse representative pre-
training tasks.

• ConceptBERT [14]: exploiting transformer blocks and knowledge graphs to enhance the
representation and then aggregating multiple embeddings to learn a joint concept-vision-
language embedding.

• CBMBERT [54]: utilizing OSCAR to generate captions of images for verbalizing the
visual contents and applying a pre-trained text-only language model such as BERT for
inference.

• KRISP [9]: exploiting transformer-based network for vision-language alignment and
integrating symbolic representations from diverse knowledge graphs to solve knowledge-
based questions.

• MAVEx [8]: proposing an answer validation method by extracting relevant knowledge
from noisy sources and verifying the validity of each candidate based on the retrieved
knowledge.

• PGVQA [78]: estimating the possibility of candidate answers based on the purpose of
the question to be answered, and incorporating knowledge facts that match the question
purpose into answer prediction.

• MuKEA [53]: employing a heteroid triplet to establish correlations between visual images
and factual answers. For the purpose of answering predictions, both fundamental and
domain-specific information are progressively accumulated.

• MSG-KRM [55]: bridging the multimodal semantic gap by embedding heterogeneous
graph and data as feature vectors into the same dimension, and incorporating type-aware
feature vectors into semantic graphs to enhance the inference capability.

4.4 Experiment result

We compare our model against the following baselines: MLP [1], BAN [2], BAN+KG-
Aug [3], MUTAN [4], Mucko [15], ViLBERT [12], LXMERT [13], ConceptBERT [14],
CBMBERT [54], KRISP [9], MAVEx [8], PGVQA [78], MuKEA [53] and MSG-KRM [55].
In addition, for better comparison, we also conduct experiments on these baselines that take
the text caption into account, instead of only using the question and the corresponding image.
The suffix ‘-Cap’means thatwe enhance baselinemethods by including the caption as input in
addition to the question and the corresponding image. The overall results on three benchmark
datasets are summarized in Table 2, which shows our model achieves the best performance.

Experiments (1)–(8) are traditional methods dealing with VQA. By comparison, we can
observe that these traditional methods fail to obtain good solutions to the KB-VQA. They
cannot obtain deep semantic features of images and draw upon outside knowledge to answer
questions, which leads to very limited performance for KB-VQA.
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Table 3 Ablation study ofKBCENonOK-VQAv1.0, v1.1 andA-OKVQAdatasets, wherew/omeanswithout

Model OK-VQA v1.0 OK-VQA v1.1 A-OKVQA

Top-1 (%) Top-3 (%) Top-1 (%) Top-3 (%) Top-1 (%) Top-3 (%)

(1) KBCEN(w/o caption) 39.32 45.73 40.45 48.24 38.82 44.79

(2) KBCEN(w/o KG) 42.84 49.03 43.49 50.77 41.97 47.58

(3) KBCEN(w/o MMBERT) 40.97 47.46 41.25 49.01 40.08 46.03

(4) KBCEN(w/o multiply in MC) 44.80 50.74 45.26 52.85 43.93 49.79

(5) KBCEN(w/o attention in MC) 45.08 51.21 45.47 53.34 43.16 48.95

(6) KBCEN(w/o MC) 44.52 50.75 44.95 52.26 42.50 47.68

(7) KBCEN 45.73 52.08 46.30 53.91 44.78 50.52

Experiments (9)–(28) are recentKB-VQAmethods. ForVLP-basedmodels likeViLBERT
and LXMERT, they incorporate implicit knowledge by pre-training on the large-scale corpus,
but ignore combining explicit knowledge from external high-quality resources. For KG-
based approaches like Mucko and ConceptBERT, they leverage ConceptNet to retrieve the
supporting knowledge and conduct graph reasoning for answer prediction. However, they
do not utilize knowledge comprehensively. CBMBERT defines a text-only method to take
advantage of implicit knowledge of LMs, but underexplores explicit knowledge and visual
features. KRISP, MAVEx, PGVQA, MuKEA and MSG-KRM methods leverage different
types of knowledge, but overlook the semantic information of image captions, which require
a comprehensive understanding of the image.

Our proposed KBCEN introduces the caption information into KB-VQA, which could
provide visually non-obvious cues for the reasoning process. Specifically, we make utiliza-
tion of caption information comprehensively from both explicit and implicit perspectives.
Moreover, we further develop amutual correlation (MC)module to learn the complex interac-
tion of knowledge-enhanced representations, Therefore, KBCEN surpasses baselinemethods
on all of the three benchmark test sets, even taking into account these enhanced baselines
incorporating the caption as input.

By observing top-1 accuracy and top-3 accuracy in Table 2, KBCEN significantly out-
performs previous models, particularly in terms of the top-3 accuracy. In addition, it is not
difficult to find some differences in the model performance on three different datasets. Com-
pared with OK-VQA v1.0, performance on OK-VQA v1.1 has a slight improvement. As
shown in Table 1, the word stemming method is adopted on the raw answers to improve their
quality for OK-VQA v1.1 dataset, resulting in a more coherent answer vocabulary. While
for A-OKVQA, as described in Sect. 4.1, questions in A-OKVQA are more challenging,
conceptually diverse and require knowledge outside the image. They cannot be answered by
simply querying the knowledge base. These may result in a decrease concerning to model
accuracy.

4.5 Ablation performance

To evaluate which component of KBCEN is really important, we further perform an ablation
study. The results are reported in Table 3.

For information utilization, we employ caption information to help understand image
semantics, and introduce KG to integrate external knowledge. As shown in Table 3 (1)–(2),
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Fig. 4 Sensitivity study of caption quality on KBCEN. Here, we use the division interval of the test set as the
representative shown in the abscissa axis, where N represents the number of each test set. Top-1 accuracy and
top-3 accuracy are calculated on each interval

the performance of KBCEN significantly decreases when they are removed separately, which
indicates both semantic caption and graph knowledge are critical for the KB-VQA task.

Recalling the model architecture, as shown in Table 3 (3), we can observe that model
performance significantly declineswhen removing theMMBERTmodule.Moreover, implicit
and explicit knowledge-enhanced representations are mutually correlated after representing
them separately. We are curious whether MC is vital for KBCEN. Thus, we remove MC to
verify it. According to the results in Table 3 (4)–(5), when removingmatrixmultiplication and
attention mechanism separately from MC, varying degrees of model performance reduction
could be observed. The results in Table 3 (6) illustrateMCcould build up correlations between
explicit and implicit knowledge-enhanced representations.

4.6 Effect of caption quality

In this subsection, we conduct a sensitivity analysis to figure out how variations in caption
quality might affect model performance. The results are shown in Fig. 4.

To evaluate the potential impact of caption quality on model performance, we rank the
test data of three datasets based on the confidence scores of captions generated by VinVL,
respectively. Subsequently, we divide the test sets into eight partitions in ascending order
of confidence scores. Each partition for OK-VQA v1.0 and v1.1 contains 630 data points,
and each partition for A-OKVQA consists of 837 data points. The top-1 accuracy and top-3
accuracy of the model are calculated in each partition on three datasets separately.

From the experimental results, we observe that as the caption confidence score increases,
the performance of KBCEN increases slightly on all three datasets. As the quality of captions
improves, the overall top-1 accuracy and top-3 accuracy of the model increase, indicating
that higher-quality captions are indeed beneficial for model performance. When the caption
scores are relatively low, corresponding to the first few divisions, we can see a marginal
decline in model performance. The top-1 accuracy remains within a decline range of less
than 2%, and the top-3 accuracy stays within a decline range of approximately 1%, which
demonstrates the robustness of our model. By introducing explicit and implicit knowledge,
as well as a mutual correlation (MC) to learn complex interactions of knowledge-enhanced
representations, our model maintains good performance and demonstrates its robustness.
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Fig. 5 The performances of KBCEN versus the overlapping of caption and answer on the test sets of OK-VQA
v1.0, v1.1 and A-OKVQA datasets, and the top-1 accuracy is calculated here

4.7 Statistics of overlap between answers and captions

To evaluate the overlap between answers and captions, we further conduct experiments on
the OK-VQA and A-OKVQA datasets by assessing the frequency of an answer appearing
within its corresponding caption. For better visualization, the changes in performance versus
the overlapping of caption and answer are illustrated in Fig. 5.

On the training set and the test set of the OK-VQA v1.0 dataset, the experimental results
show that the overlap frequency between answers and captions is 20.14% and 21.39%,
respectively. Similarly, on the OK-VQA v1.1 dataset, the experimental results of the training
set and the test set are 20.97% and 22.16%, respectively. On the A-OKVQA dataset, the
experimental results of the training set and the test set are 25.12% and 26.68%, respectively.
We divided the test sets into two categories: instances with no overlap between captions
and answers, and instances with overlap. Then, we computed the top-1 accuracy for these
divisions. From the results, we can see that captions are indeed helpful for predicting the
correct answers for the KB-VQA task, especially for those where the answers appear in
captions. Besides, our model is also robust for cases where the answer does not appear in
captions. By better knowledge reasoning from both explicit and implicit perspectives, and
leveraging the MC module to discern intricate correlations between explicit and implicit
representations, our model can also reason effectively from images and questions.

4.8 Interpretability and case study

In the above, we have proved the effectiveness of our proposed KBCEN and its components
in a quantitative manner. In addition to the effectiveness, we also conduct some experiments
on the intrinsical interpretability of the caption enhanced KB-VQA system and provide case
studies for the sake of intuition.

4.8.1 Interpretability of KG

To illustrate the interpretability of KG, we list some examples in Fig. 6. In the first example,
there is a bunch of fruits and vegetables in the image, and the question is ‘What is the
nutrition value of the fruits?’. The prediction is supported by a knowledge graph edge that
indicates ‘fruit has_a vitamin’, which makes the answer more likely to be ‘vitamin’. In the
second example, there aremanywhite cakes on the table and ourmodel correctly predicts that
fondant is used tomake the flowers. Some knowledge triples such as ‘cake related_to fondant’
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Fig. 6 Visualization of the predicted answers (left) and supporting knowledge (right) of KBCEN. We empha-
size the most relevant knowledge related to the image, question, caption and answer

and ‘fondant has_context food’ can thus be helpful for the answering. In the third question, it
asks how the green bus is powered and the model guesses ‘electricity.’ This is supported by
some knowledge that indicates ‘bus is_a public transport’, ‘green is_a environmentalist’ and
‘electricity related_to power’. In the next question, it wonders why the man has protective
clothing on. The response is supported by certain information such as ‘helmet used_for
protection’ supports the answer, and there is an edgehere that connects theword ‘protective’ in
the question directly to the answer ‘safety.’ In the next example,we see that there are two teddy
bears dressed in space suits on a rocket. Someknowledge triples, such as ‘space suit related_to
space’ and ‘rocket related_to space’, help to deduce the correct answer. In the last example,
the provided knowledge establishes some links among the answer ‘gasoline’, the words
‘fuel’ in the question and ‘airplane’ in the caption. Furthermore, it also provides additional
supplementary information like ‘gasoline used_for fueling an engine’, which corroborates
the right answer.
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Fig. 7 Case study of MSG-KRM [55] and our proposed KBCEN on OK-VQA v1.1 dataset

4.8.2 Influence of caption

To better show the impact of the caption information, we select some examples from test
sets and show predictions of our model versus the baseline MSG-KRM [55]. The results are
presented in Fig. 7. In the first example, there are two giraffes sitting next to each other.MSG-
KRM mispredicts the result as ‘giraffe’. We speculate the reason is that ‘giraffe’ is the most
salient object in the image. However, when taking caption information into consideration,
it describes, from a semantic perspective, two giraffes sitting down for rest, so ‘rest’ would
be correctly predicted. For the second instance, two common modes of transportation are
visible on the street: a truck and a bus. However, with the assistance of the caption, KBCEN
can find their relationship in this situation and know that a tow truck is towing a bus down
a street. In the third illustration, it is also clear from the caption that the vehicle is an ice
cream truck that sells ice cream. The last illustration shows a man using a surfboard to ride a
wave. ‘Surfboard’ and ‘ocean’ in the caption can link to the knowledge graph to find possible
surfing locations, thereby narrowing down the range of the candidate answers. Combining
the question words ‘island’ and ‘US’, it is easy for our model to come to the correct answer
‘Hawaii.’

4.9 Discussion

In this section, we first discuss the future direction of integrating large language models for
the KB-VQA task, and then explore potential applications of our proposed model.

4.9.1 Benefits from LLMs

The future direction of integrating large language models for KB-VQA tasks holds immense
promise and potential for enhancing the capabilities of these systems. These large language
models, with their deep understanding of natural language and vast knowledge base, can sig-
nificantly improve reasoning and inference capabilities. By integrating these models, we can
expect advancements in contextual understanding, commonsense reasoning and multimodal
comprehension, leading to more accurate and nuanced answers to visual questions. More-
over, ongoing research into fine-tuning and customizing these models for specific domains or
tasks will likely result in even greater performance gains. Thus, the future direction involves
harnessing the great potential of these advanced language models to create robust, versatile
and intelligent KB-VQA systems that can excel across diverse domains and applications.
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4.9.2 Potential applications of KBCEN

Further exploration of potential applications of our proposed model could significantly
enhance its utility in various domains such as education, healthcare, robotics and so on.
In the field of education, the proposed model could be deployed as an interactive learning
tool, allowing students to ask questions about visual content and receive accurate answers
based on knowledge graphs and contextual understanding. In healthcare, the model could
assist medical professionals in interpreting medical images and answering queries related
to patient diagnoses and treatment plans. Moreover, in the field of autonomous systems and
robotics, integrating the proposed model into robotics could enable robots to understand and
respond to visual commands or questions. This could be valuable in various fields, from
household robots assisting with tasks to industrial robots optimizing workflows. Overall,
continual refinement and validation through interdisciplinary collaborations and real-world
applications will contribute to the ongoing evolution and impact of the proposed model in
diverse fields.

5 Conclusion

In this paper, we focused on knowledge-based visual question answering and argued that the
image caption is a critical factor for KB-VQA, which can provide visually inconspicuous or
invisible cues for the reasoning process. To this end, we proposed a Knowledge Based Cap-
tion Enhanced Net (KBCEN) to incorporate caption information into the KB-VQA process.
Specifically, we made utilization of caption information comprehensively from both explicit
and implicit perspectives for better knowledge reasoning. Moreover, we further designed a
mutual correlation (MC) module to learn the correlation between explicit and implicit repre-
sentations, and enhance each other in a mutual manner. Extensive experiment results on three
popular and public datasets showed the superiority of our proposed method. The rationality
of KBCEN could also be demonstrated by both quantitative and qualitative evaluation and
analyses.

In the future, we will further study more comprehensive utilization of caption effects
and conduct deeper research on leveraging external knowledge sources for better knowledge
reasoning. In addition, how to effectively integrate large language models with billions of
parameters and combine them with different types of knowledge bases will be an exploration
direction. Last but not least, our proposed method could provide insights and inspiration for
many other practical knowledge-based systems, where richer joint knowledge representation
and mutual correlation for multimodal knowledge reasoning could be well applied.
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