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Review-based Item Recommendation？

• E-commerce platforms (e.g., Amazon, Alibaba) allow users to post their 
reviews towards products. The reviews may contain the opinions of 
users and the features of the items. 

• Value of the reviews:
• User-generated content
• Carrying explanation
• Rich textual information 
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Background – formal definition

To begin with, we first define the review-based item recommendation. It
estimates the probability that a user rating at the candidate items based on
the input feature representation.

predicts the rating 𝑅!,# of item 𝑖 by user 𝑢. General schema: 

𝑅!,# = 𝑓(user_𝑟𝑒𝑣𝑖𝑒𝑤𝑠, 𝑖𝑡𝑒𝑚_𝑟𝑒𝑣𝑖𝑒𝑤𝑠)
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Background – previous methods

CNN, RNN based-methods

ü ConvMF [D.H. Kim et al. Recsys’16]

• Convolutional Matrix Factorization

• Utilizing CNN to extract item latent features from item reviews

ü Parallel CNN model: DeepCoNN [L. Zhang et al. WSDM’17]

• Deep Cooperative Neural Networks

• Jointly modeling user & item reviews; Dual CNN

ü TransNet [R. Catherine et al. Recsys’17]  
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Background – previous methods

Deep Models with Attention for review-based recommendation

ü D-Attn [S. Seo et al. Recsys’17

• Dual Local and Global attention for selective features

• Combining local and global attention on review text

ü NARRE [C.Chen et al. WWW’18]

• Predicting the rating and learning the usefulness of reviews 

simulateneously

ü MPCN [Tay et al. KDD’18], CARL [Wu et al. TOIS’19], DAML [Liu et al. 

KDD’19]
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Background – shortcomings

Although these works achieved significant performance improvement, 
they still suffer from two intrinsic issues：

1. largely ignoring the explicit sentiment polarity of reviews

2. neglect the personalized interaction of reviews with user/item
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implicitly mining the semantic information and interactions of reviews may lead to 
sub-optimal prediction because the reviews’ sentiment label has not been applied 
to the training process
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Our solution – Sentiment-aware Interactive Fusion Network

Exploring the explicit sentiment and personalized interaction ：

1. There exists a large amount of sentiment labels which carry the user attitudes and 

preferences (i.e., which kinds of item user may like or dislike)

2. it is necessary to model the interactions between each review and user/item features.

e.g., sentiment for
each review

e.g., weigh and fuse 
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Our solution – Sentiment-aware Interactive Fusion Network
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Overall architecture of SIFN:

1. An Encoding Module (BERT embedding + Sentiment Learner)

2. Sentiment Prediction ( MLP + softmax)

3. Rating Prediction (Rating Learner : aggregation + fusion)
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Experiments

Dataset

ü Benchmark Amazon dataset:

• Music Instruments, Office Products,

Digital Music, Tools, Video Games ；

Baseline methods

① MF-based methods: PMF; ConvMF+

② Neural-based methods: DeepCoNN; D-Attn; NARRE; CARP

Mean Squared Error (MSE) as the evaluation metric
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Experiments

Overall performance

1. MF-based methods (e.g., PMF) consistently fall behind other methods

2. Neural-based methods (e.g., D-Attn) outperform MF-based ones by a large margin

3. our proposed SIFN model still outperforms CARP by 1.81%∼3.41%, which shows the 

superiority of the well designed interactive& Fusion module
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Experiments
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Experiments

Case study

1. In review (a), SIFN aligns the sentiment words, e.g., “hated” and “cheap”, with a rating of 

1.08, which is consistent with actual value

2. In review (b), SIFN accurately predicts a rating of 4.98 by extracting the sentiment words, 

e.g., “love” and “perfectly”, while SIFN_sp is incapable of achieving this
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Conclusion

1. We highlight the explicit sentiment polarity in each review, and focus on modeling the 

multiple feature interactions between each review and user/item.

2. We propose a novel Sentiment-aware Interactive Fusion Network (SIFN) model with two 

main components, Sentiment Leaner and Rating Learner. 

3. We conduct extensive experiments on five datasets so that the results demonstrate the 

effectiveness of our proposed method. 
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Thanks！
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