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Background
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What is Long-tailed Distribution?

 Long-tailed Class Distribution
 80/20 Principle (Pareto Principle)

 In real-world applications, training 
samples typically exhibit a long-tailed 
class distribution, where a small portion 
of classes have massive sample points
but the others are associated with only a 
few.

[1] Zhang, Yifan, et al. "Deep long-tailed learning: A survey." arXiv preprint arXiv:2110.04596 (2021).

Fig. 1  The label distribution of a long-tailed dataset [1].



Background

 Challenges
 The trained model is easily biased towards head classes

 The trained model performs poorly on tail classes
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Long-tailed Learning

Long-tailed
Learning
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Representation Learning Classifier Design

Decoupled Training Ensemble Learning

 Classic Methods



Background

 General TSC Methods
 focus on learning decision boundaries from artificially balanced datasets

 Imbalanced TSC Methods
 only explored simple tasks with two categories or seriously ignore the long-

tailed nature
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Long-tailed Time Series Classification
(Long-tailed TSC)

I. What are the challenges of Long-tailed TSC relative to the 

other domain (especially vision)?

II. Are general long-tailed recognition methods (GLR) 

applicable to the time series domain?

III. How to realize efficient Long-tailed TSC ？



Our Method
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 Long-tailed TSC vs. GLR (Question 1 & 2)
 Similarities (ignoring the data dimension) 

 Long-tailed TSC and GLR can be regarded as homogeneous problems

 Existing methods have certain generalizations to Long-tailed TSC

 Differences (considering the data dimension)

 Time series have unique temporal properties

 Existing methods can not model temporal and correlation information between variables

 Data Limitations in Long-tailed TSC

CIFAR-100-LT
ImageNet-LT
iNaturalist 2018 
… …

Dataset in GLR Dataset in Long-tailed TSC



Our Method (Question 3)
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 Derived Long-tailed TSC
 Three derived datasets

 Crop-LT

 PAMAP2-LT

 UCIDSADS-LT

 More classes

 12~24

 Higher imbalance rate

 5~17



Feature Space Rebalancing (FSR)
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 FSR: A Hybrid Network 
 Balanced representation learning branch

 Classifier learning branch

 Curriculum learning

 Adaptive temporal augmentation



Feature Space Rebalancing (FSR)
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 Balanced Contrastive Learning (BCL) 
 Learns a balanced feature space that balances head and tail classes while achieving 

intra-class compactness and inter-class separability

Hierarchical 
Prototypes

Vector 
Representation 𝐳𝑖

Temporal 
Representation 𝐭𝑖

𝓛𝐵𝑃𝑆𝐶

Temporal Prototype 𝐩𝑖
𝑡

Vector Prototype 𝐩𝑖
𝑒

Balanced Prototypical Supervised Contrastive Loss 
(BPSC)

Cross-Entropy Loss 
(CE)

Curriculum Learning



Feature Space Rebalancing (FSR)
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 Adaptive Temporal Augmentation (ATA)

Step 1. Define a parametric temporal augmentation

Step 2. Assign same degrees of augmentation to 
each class

Enlarge the feature space

Balance feature space

Traditional data augmentation Adaptive data augmentation

Step 1. Define a parametric temporal augmentation

Step 2. Assign different degrees of augmentation to 
each class according to the sample size

Not suitable for long-tailed learning

Enlarge the feature space

Balance feature space

Suitable for long-tailed learning



Experiment
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 Compare with state-of-the-art methods

 Visualization of accuracy on each class



Experiment
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 Mitigative compaction factor in BCL  Mitigative augmentation factor in ATA



Experiment
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 T-SNE Visualization

CE, Hybrid, and BCL CE, CE with TA, and CE with ATA



Experiment
14

 Ablation study for BCL

 Ablation study for ATA



Conclusion

 We discuss the long-tailed time series classification learning and construct 
three long-tailed datasets. To the best of our knowledge, this is the first long-
tailed time series classification work, which fills a gap in the field.

 To address the above Long-tailed TSC, we propose a novel Feature Space 
Rebalancing (FSR) strategy. First, we design a Balanced Contrastive Learning 
(BCL) to avoid imbalanced feature spaces by introducing compaction factors 
and hierarchical prototypes in the supervised contrastive loss. Second, we 
rethink traditional data augmentation and propose an Adaptive Temporal 
Augmentation (ATA) to balance the augmented feature space.

 We conduct extensive experiments on the three proposed datasets and 
demonstrate that the proposed FSR is more suitable for long-tailed time 
series classification than existing methods.
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Thanks for your listening!

For more details, please refer to our paper!

Reporter: Pengkun Wang

E-mail: pengkun@mail.ustc.edu.cn


