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ABSTRACT
Recently, spatiotemporal graph convolutional networks are becom-
ing popular in the field of traffic flow prediction and significantly
improve prediction accuracy. However, the majority of existing
traffic flow prediction models are tailored to static traffic networks
and fail to model the continuous evolution and expansion of traffic
networks. In this work, we move to investigate the challenge of traf-
fic flow prediction on an evolving traffic network. And we propose
an efficient and effective continual learning framework to achieve
continuous traffic flow prediction without the access to historical
graph data, namely Pattern Expansion and Consolidation based
on Pattern Matching (PECPM). Specifically, we first design a bank
module based on pattern matching to store representative patterns
of the road network. With the expansion of the road network, the
model configured with such a bank module can achieve continuous
traffic prediction by effectively managing patterns stored in the
bank. The core idea is to continuously update new patterns while
consolidating learned ones. Specifically, we design a pattern expan-
sion mechanism that can detect evolved and new patterns from the
updated network, then these unknown patterns are expanded into
the pattern bank to adapt to the updated road network. Addition-
ally, we propose a pattern consolidation mechanism that includes
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both a bank preservation mechanism and a pattern traceability
mechanism. This can effectively consolidate the learned patterns in
the bank without requiring access to detailed historical graph data.
Finally, we construct experiments on real-world traffic datasets to
demonstrate the competitive performance, superior efficiency, and
strong generalization ability of PECPM.
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1 INTRODUCTION
Traffic flow prediction is a crucial task in Intelligent Transportation
Systems (ITS) that has the potential to have a significant impact
on our daily routines [1, 6, 7, 10, 35, 37]. Accurate traffic predic-
tion can help urban travelers choose appropriate travel routes and
traffic managers proactively allocate resource in advance to avoid
congestion.

Recently, researchers [15, 17, 21, 30, 31] focus on developing
deep learning models to accurately represent the observed data
in the high-dimension space because of their powerful capability
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to model nonlinear dependencies. These models generally consist
of spatial modules (e.g., Convolutional Neural Network (CNN) or
GCN) and temporal modules (e.g., RNN or Temporal Convolution
Network (TCN)) to mine spatial and temporal dependencies, respec-
tively. Then the generated node representation is input to a decoder
(e.g., fully connected layers or more complex networks) to make
predictions. While achieving encouraging success, most of these
models are typically evaluated on a short-term dataset (e.g., one
month), where the underlying graph structure (i.e., traffic network)
is static and the flow distribution of the graph are relatively stable.

However, in practical traffic scenarios, most traffic networks are
continuously expanding because new nodes are continuously added
as the city develops. Thus, the underlying structure of the graph
may change over time. Moreover, the flow distribution of graphs
also gradually evolve over time (as shown in Figure.1). Although we
can generate representations for new graphs through the inductive
framework of GCN, the performance is unpromising because the
parameters of the model fail to absorb new knowledge [28]. Hence,
an arduous and infrequently explored issue is how to perform
precise prediction on an evolving graph.

Due to the high time complexity of the retraining method, re-
searchers move to the continual learning paradigm [3]. Continuous
learning, also called lifelong learning, is a technology of continually
learning a sequence of tasks as new data becomes available. And
general goals are knowledge expansion and knowledge consolida-
tion [14, 24]. Specifically, for continuous spatiotemporal learning,
three major obstacles should be overcome simultaneously:

Expanding Traffic Network

(A)

(B)

(C)

Figure 1: Expansion and evolution of a traffic network. (A)
shows that new nodes are emerging. (B) and (C) show the
evolution of the node patterns, where node patterns in (B)
are relatively stable, and the patterns of nodes in (C) change
significantly. The data of two nodes from the PEMS dataset
is respectively recorded in the same time on July 10th, 2011,
2012, and 2013.

First, new knowledge from the updated graph should be
efficiently expanded into the model. With the expansion of
the traffic network, unknown traffic patterns from incremental
nodes are emerging, and some patterns from original nodes are
also evolving (as shown in Figure.1 (A) and (C)). It is imperative to
learn new and evolved patterns to adapt to the updated graph.

Second, previous knowledge of the saved model needs to
be consolidated. The naive incremental learning method (i.e.,
fine-tuning models) is challenged by catastrophic forgetting. This
refers to the overriding of previously learned knowledge that is

crucial for generating representations of stable nodes where traffic
patterns are consistent (as shown in Figure.1(B)). To avoid cata-
strophic forgetting [8], TrafficStream [3] proposes a strategy based
on experience-replay. While effective, this method requires detailed
and complete historical graph data 1 of the entire city, which con-
sumes lots of storage resources. Moreover, due to security concerns,
storage volatility, and privacy terms, storing complete historical
data is relatively challenging [29].

Third, the generalization ability for new nodes of existing
methods is limited. Due to the possibility of insufficient updated
graph data, models may fail to extract sufficient knowledge from
observed traffic data. Thus, Accurate prediction of emerging nodes
is challenging.

In this work, we investigate continuous traffic prediction without
historical data and design a framework under the continuous learn-
ing paradigm. The core idea of this framework is to first manage a
set of representative traffic patterns for the entire road network, and
then iteratively update these representative patterns in streaming
traffic data to achieve continual traffic prediction.

Specifically, for effectiveness and efficiency, we propose a con-
tinual spatiotemporal learning framework, Pattern Expansion and
Consolidation based on Pattern Matching (PECPM). First, we gen-
eralize a set of representative patterns for the road network and
a pattern-matching based pattern bank which is a memory mod-
ule to learn and store higher-dimensional representations of these
patterns. The representation generated by the spatiotemporal learn-
ing model is pattern-matched with these patterns in the pattern
bank to predict future traffic flow. Then, during the continuous
learning phase, knowledge expansion and knowledge consolidation
can be achieved by managing this pattern bank. Specifically, the
pattern extension mechanism is proposed to detect conflict nodes
where patterns are significantly inconsistent with previous ones.
And then we only use selected conflict nodes with new nodes to
fine-tune the learned model for integrating evolved patterns and
new patterns into the pattern bank, which is more efficient than
retraining the model with data from all nodes. To consolidate the
old knowledge, the pattern consolidation mechanism which con-
sists of a bank preservation mechanism and a pattern traceability
mechanism is designed to avoid forgetting learned patterns in the
pattern bank from the model and data perspective, respectively.
The experiment results on two large-scale datasets show that the
continuous learning framework PECPM can significantly improve
the training efficiency, prediction performance, and generalization
ability of the model for continuous traffic prediction. We further de-
ploy PECPM to multiple advanced spatiotemporal learning models
to demonstrate the potential of the wide applicability of PECPM.

Our contributions can be summarized as follows:

• PECPM:We study the traffic prediction on an evolving graph
without the use of complete historical data. And we propose
a continuous learning framework with the potential to ex-
pand diverse GCN-based models into continuous spatiotem-
poral learning versions. And this framework integrates a

1For continuous traffic prediction, when the traffic network changes, we train (fine-
tune) the model using the observed data over time. The data before traffic network
changes are defined as historical data.
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pattern-matching based pattern bank to manage represen-
tative patterns of the traffic network, and then we can iter-
atively manage these representative patterns in streaming
traffic data to achieve continual traffic prediction.

• Pattern Expansion: The proposed pattern expansion mecha-
nism only uses new nodes and some conflict nodes to learn
new patterns from the updated road networks, which is more
efficient than retraining the model with all nodes.

• Pattern Consolidation: We design a pattern consolidation
mechanism, which includes a bank preservation mecha-
nism and knowledge traceability mechanism, to preserve the
learned patterns from the model and data perspective.

• Generalizability: Experiments conducted on the large-scale
traffic datasets have demonstrated that PECPM exhibits com-
petitive performance and superior efficiency. Notably, it also
enhances the generalization ability for emerging nodes.

2 PROBLEM FORMULATION
An evolving traffic network is expanding and denoted as G =

(𝐺1,𝐺2, · · · ,𝐺T ), where 𝜏 ∈ {1, ...,T } means a relatively long time
interval (e.g., a year) 2, and𝐺𝜏 = {V𝜏 , E𝜏 , 𝐴𝜏 } represents the graph
during the 𝜏-th year, where V𝜏 is the node set with |V| = 𝑁𝜏 and
E𝜏 is edge set. 𝐴𝜏 ∈ R𝑁𝜏×𝑁𝜏 is the adjacency matrix of𝐺𝜏 . We use
𝑋𝜏 =

[
𝑥𝑡𝜏 ∈ R𝑁𝜏×𝐹 |𝑡 = 0, · · · ,𝑇ℎ

]
to denote 𝐹 -dimentional signals

generated by 𝑁𝜏 nodes in 𝜏-th year, where 𝑥𝑡𝜏 means the observed
traffic data at time-step 𝑡 .
Problem 1 (Continual traffic prediction). Given an evolving
graph G, we aims to sequentially train a function F , which can
make prediction forG. Specifically, given the graph𝐺𝜏 and observed
dataX𝜏 , the prediction funciton F𝜏 in the 𝜏-th month can accurately
predict future traffic flow of all nodes in 𝐺𝜏 :

F𝜏 : (𝑋𝜏 ,𝐺𝜏 ) →
[
𝑥
𝑇ℎ+1
𝜏 , · · · , 𝑥𝑇ℎ+𝑇𝑃𝜏

]
(1)

where 𝑇ℎ and 𝑇𝑃 are the look-back window size and forecasting
window size.

3 METHODOLOGY
In this section, we elaborate on the proposed framework based on
continual learning for continual traffic prediction (as shown in Fig-
ure.2). We first design a pattern bank based on pattern matching to
manage knowledge from a pattern perspective. The pattern expan-
sion and consolidation mechanism are used to balance learning new
traffic patterns from new data and consolidating the saved patterns
learned from previous data. New nodes and existing nodes whose
traffic patterns change significantly with their 2-hop neighbors are
constructed as a subgraph to mine the influence of network expan-
sion. To consolidate the learned patterns, the bank preservation
mechanism and pattern traceability mechanism are imposed on the
current training model. The pseudo-code of PECPM is provided in
Algorithm.1. The details of PECPM are described in the following.

3.1 Pattern Bank Based on Pattern Matching
Researchers [11] have found that traffic patterns of a road network
are extremely redundant, we can generalize a set of representative

2During this period, the traffic network remains stable.

patterns for the entire road network and predict future traffic by
matching current traffic patterns with these representative patterns.
For the generality of the framework, we combine the advantages of
memory modules, namely pattern bank, to manage the spatiotem-
poral perspective of these patterns. Because the focus of this work
is how to perform continuous traffic prediction instead of designing
a cutting-edge spatiotemporal learning model, we first introduce a
model as an encoder to extract spatiotemporal correlations, and the
pattern bank can decode generated representation based on pattern
matching for traffic prediction (as shown in Figure.2).

3.1.1 Spatiotemporal Learning Model. Current state-of-the-art traf-
fic prediction models are based on GCNs, because of the powerful
representation capability of GCNs for graph-structured data. To
intuitively describe the proposed framework, we intrudoce a sur-
rogate spatiotemporal graph learning model (SurSTG)to capture
spatiotemporal correlations, which is similar to STGCN [32].

SurSTG is composed of two blocks, which is similar to STGCN [33].
Each block includes a GCN layer and a gated temporal layer. Given
the input of (𝑙 − 1)-th GCN as ℎ𝑙−1𝜏 ∈ R𝑁𝜏×𝐷𝑙 , where 𝐷𝑙 is the di-
mension of node features. The graph convolution operation can be
well-approximated by 1st order Chebyshev polynomial expansion
and generalized to high-dimensional GCN as:

ℎ𝑙𝜏 =

(
𝐷− 1

2𝐴𝜏𝐷
− 1

2 + 𝐼𝜏
)
ℎ𝑙−1𝜏 𝑊 𝑙

𝜏 (2)

where𝑊 𝑙
𝜏 ∈ R𝐷𝑙

𝜏×𝐷𝑙+1
𝜏 is a learnable parameter. 𝐴𝜏 is the adja-

cency matrix in the 𝜏-th year, and 𝐼𝜏 is the corresponding identity
matrix, and 𝐷 is the degree matrix. ℎ𝑙𝜏 ∈ R𝑁𝜏×𝐷𝑙+1

𝜏 is the output
of this GCN layer and will be used as input of a gated temporal
layer to capture temporal correlations. After two spatiotemporal
blocks, we can get final spatiotemporal representation denoted as
𝐻𝑆𝜏 ∈ R𝑁𝜏×𝐷𝑠 .

3.1.2 Pattern Bank Based-on Pattern Matching. To introduce the
pattern matching mechanism into existing spatiotemporal models,
we propose a hot-swapped pattern bank as a decoder to manage
the spatiotemporal perspective of representative patterns.
Representative patterns.We use the data collected from PEMS
as a case study. Inspired by [11], we first split the data using a time
window of length 𝑇 time steps (as shown in Figure.3(A)). Then, we
calculated the cosine similarity of traffic patterns, and the similarity
distribution is shown in Figure.3(B), and the results show that the
traffic patterns are highly similar. Thus, to extract representative
patterns of the road network, we first get averaged daily traffic
data vectors of each node denoted as C = {𝐶1, ...,𝐶𝑁 } ∈ R𝑁×𝐿 ,
where 𝐿 indicates the number of recorded data points in a day (e.g.,
𝐿 is equal to 288 in total 24 hours with 5-minute intervals in the
PEMS dataset), this is because the traffic flow follows a periodic
distribution. Then we use a time window of length 𝑇ℎ time steps to
slice C, so that we can get an original pattern set denoted as P̃, and
|P̃| = 𝑁 ×

⌊
𝐿
𝑇ℎ

⌋
, which has a biased distribution [11]. So we perform

cluster-based downsampling (e.g., K-means) on P̃, and the center
of each cluster is regarded as a representative pattern. Finally, a
representative pattern set P ∈ R𝐾×𝑇ℎ is extracted, where 𝐾 is the
number of clusters and also the number of representative patterns.
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Figure 2: PECPM for continuous traffic prediction. ’Conflict Node’ and ’Stable Node’ represent the nodes where the patterns are
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(A): An example of daily patterns. Each part between the red
dash lines is denoted as a pattern sliced by a time window.
(B): Cosine similarity distribution of patterns.

Pattern bank. Based on the extracted representative pattern set,
we first retrieve the best matching patterns with the input patterns
in this set to predict future traffic. Specifically, given the input
sequence of node 𝑖 at 𝑡 time step in the 𝜏-th year 𝑋 𝑡

𝜏,𝑖
∈ R1×𝑇ℎ and

the representative pattern set in the 𝜏-th year P𝜏 . First, we compute
the cosine similarity between 𝑋 𝑡

𝜏,𝑖
and P𝜏 . In this way, we obtain a

similarity matrix 𝑄𝑖 ∈ R1×𝐾 . To filter redundant information, we
retain𝑘𝑐 elements that have the biggest value (and set the remaining
elements to 0) in 𝑄𝑖 , and corresponding representative patterns
are denoted as matching candidates. Hence we can get a matching
degree matrix of all nodes Q𝜏 ∈ R𝑁𝜏×𝐾 .

In the spatiotemporal perspective, we first construct a memory
moduleM ∈ R𝐾×𝐷 named pattern bank, which is a parameterized
matrix. Each row of the memory is the high-dimensional repre-
sentation of a representative pattern. The representation of input
patterns from the spatiotemporal learning model 𝐻𝑆𝜏 is used to

match with patterns stored in the pattern bank to infer future traf-
fic. Specifically, 𝐻𝑆𝜏 is used as a query vector to compute the cosine
similarity with the pattern bank:

P𝜏 (𝑘) = Softmax

(
𝐻𝑆𝜏 (M𝜏 (𝑘))⊤√

𝐷

)
, (3)

whereM𝜏 (𝑘) means the 𝑘-th row of the pattern bank in the 𝜏-th
year. P𝜏 ∈ R𝑁𝜏×𝐾 is an attention score matrix. Then we can extract
a feature vector 𝐻𝑀𝜏 as:

𝐻𝑀𝜏 =

𝐾∑︁
𝑘=1

P𝜏 (𝑘) ∗M(𝑘) (4)

Then we apply skip connection to 𝐻𝑀𝜏 with the spatiotemporal
representation 𝐻𝑆𝜏 , finally, a last fully connected layer is used as de-
coder to predict traffic flow in the next𝑇 ′ time-steps. The prediction
loss function in this paper is as follows:

L𝑟 =
𝑌𝜏 − 𝑌𝜏 2 + ` ∥P𝜏 − Q𝜏 ∥2 (5)

where ` is a hyperparameter to balance two parts. The former part
of the loss function measures the loss between the predicted value
and the ground-truth value. The latter enforces alignment of the
attention matrix P𝜏 with the matching degree matrix Q𝜏 , ensuring
that the model only accesses matching representative patterns in
the bank.

3.2 Pattern Expansion and Consolidation
Mechanism

To achieve continuous traffic prediction, we propose a pattern
expansion and consolidation mechanism. The pattern expansion
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mechanism allows the model to efficiently mining the influence
of network expansion by fine-tuning the saved model with only
new nodes and a few conflict nodes. The pattern consolidation
mechanism is used to consolidate learned patterns of the model
from data and parameter perspectives.

3.2.1 Pattern Expansion Mechanism. In modern transportation sys-
tems, traffic road networks keep expanding gradually, and unknown
patterns of new nodes are constantly emerging, while some traffic
patterns of original nodes are also constantly evolving. These new
patterns are inconsistent with the patterns learned by the model,
which leads to the unsatisfactory prediction performance of the
saved model for the updated graph. Thus, it is necessary to integrate
these patterns into the saved model for adapting to the new road
network. Although fine-tuning the saved model or retraining a new
model with the data of all nodes in the updated graph could achieve
this goal, this way is not efficient when the graph and model are
large. We propose a pattern extension mechanism, which only uses
new nodes and conflict nodes to fine-tune the saved model.

First, we extract a new representative pattern set P𝜏 for the
updated road network. Then we need to synchronize them into
the pattern bank, a efficient method is to select the new nodes
and conflict nodes where current patterns are sharply conflict with
previous ones. To detect these conflict nodes, we design a detection
algorithm based on Wasserstein distance [10].

The core idea is to calculate the similarity of the daily average
flow of each node in two consecutive years C𝜏−1 and C𝜏 , if a node
with lower similarity, this means that the traffic patterns of this
node change significantly, and Wasserstein distance is adopted as
the distance function. For example, the average daily flow vector of
node 𝑣𝑖 3 in the 𝜏-th year is denoted as𝐶𝑖𝜏 ∈ R𝐿 =

(
𝑥1𝜏 , ..., 𝑥

𝑙
𝜏 , ..., 𝑥

𝐿
𝜏

)
,

where 𝑥𝑙𝜏 means the 𝑙-th data point and 𝐿 is equal to the number of
recorded data points in a day (e.g., 𝐿=288 in the PeMS dataset). We
first compute a probability distribution 𝑃𝜏 for 𝐶𝜏 :

𝑝𝑡𝜏 =
𝒙𝑡𝜏√︂∑𝐿

𝑡=1

(
𝑥𝑡
𝜏−1

)2 (6)

The probability distribution 𝑃𝜏 = {𝑝1𝜏 , ...𝑝𝑡𝜏 ..., 𝑝𝐿𝜏 } denotes the pro-
portion of each data point in the total flow. Similarly, we extract
the probability distribution 𝑃𝜏−1 of 𝐶𝑖𝜏−1, and then calculate the
distance of two sequences [10]:

𝐷𝐼𝑆

(
𝐶𝑖𝜏 ,𝐶

𝑖
𝜏−1

)
=

inf
𝛾 ∈Π[𝑃𝜏 ,𝑃𝜏−1 ]

∫
𝑣

∫
𝑢

𝛾 (𝑢, 𝑣)
©«
1 −

𝑥𝑢𝜏 × 𝑥𝑣
𝜏−1√︃∑𝐿

𝑡=1
(
𝑥𝑡𝜏

)2 × √︂∑𝐿
𝑡=1

(
𝑥𝑡
𝜏−1

)2
ª®®®®¬
𝑑𝑢𝑑𝑣

s.t.
∫

𝛾 (𝑢, 𝑣)𝑑𝑢 =
𝑥𝑢𝜏√︃∑𝐿
𝑡=1

(
𝑥𝑡𝜏

)2 ,∫ 𝛾 (𝑢, 𝑣)𝑑𝑣 =
𝑥𝑣
𝜏−1√︂∑𝐿

𝑡=1

(
𝑥𝑡
𝜏−1

)2
(7)

Where inf (infimum) means that the solution with the smallest
cumulative moving distance from all the schemes to convert one
3Node 𝑣𝑖 must appear in both the (𝜏 − 1)-th and 𝜏-th year.

probability distribution 𝑃𝜏−1 to another 𝑃𝜏 . Thus, the similarity is
equal to 1- 𝐷𝐼𝑆

(
𝐶𝑖𝜏 ,𝐶

𝑖
𝜏−1

)
. We select the top 5% of nodes with low

similarity and new nodes to construct as a subgraph to integrate
new patterns into the saved model.

3.2.2 Pattern Consolidation Mechanism. When the model continu-
ously learns new knowledge from the updated graph, one problem
is that it may forget learned knowledge if no strategies are taken.
To this end, the bank preservation mechanism is used to consolidate
the learned patterns in the pattern bank. The pattern traceability
mechanism detects the nodes whose patterns are relatively stable
to replay learned patterns.
Bank Preservation Mechanism. As mentioned in the pattern
extension mechanism, we need to continually perform clustering
on the data from the updated graph to obtain an adaptive repre-
sentative pattern set. However, K-means uses a random strategy to
initialize the centers of clusters, which may lead to learning a new
set significantly different from the previous one. This means that
the parameterized patterns stored in the pattern bank need to be
significantly updated, which may lead to catastrophic forgetting.
Therefore, we propose to restrict random initialization to make
K-means clustering yield familiar results. Specifically, the centers
of clusters in P𝜏−1 are used as the initial position, and then we per-
form clustering to derive the new one, ensuring that P𝜏 is familiar
with P𝜏−1.

In addition, during the training process, some abnormal data
also causes a large deviation of the parameters. Thus we inherit
elastic weight consolidation (EWC) [8] on the model to further pre-
serve parametric patterns stored in the pattern bank (also protect
other important parameters). EWC can approximate true posterior
distribution for continuous learning parameters by the diagonal
precision given by a Fisher information matrix. And it can avoid
catastrophic change on learned parameters. Specifically,the previ-
ous model F𝜏−1 is used to impose constraints on the parameters of
the current one F𝜏 :

Ls = _ vec
(
\𝜏−1 − \𝜏

)⊤
Ω vec

(
\𝜏−1 − \𝜏

)
(8)

where the balance factor _ is a hyperparameter. \𝜏−1 means the
parameters of the model F𝜏−1. The operator 𝑣𝑒𝑐 (·) stacks a tensor
into the corresponding vector. Ω is Fisher Information, and we use
Ω𝑖 to denote the importance of 𝑖-th parameter in the model F𝜏−1,
It can be measured by first order derivatives of the loss:

Ω𝑖 =
1

|𝐷𝑡 |
∑︁
𝑥∈𝐷𝑡

𝜕𝐿𝑝𝑟 (F𝜏−1;𝑥)
𝜕\2
𝑖

2
(9)

where |𝐷𝑡 | means the size of training data. During the incremental
learning phase (e.g.𝜏 >1), we add this constrain loss to the predic-
tion loss.
Pattern Traceability Mechanism. Tracing the sources where old
knowledge of the learned model is from and replaying information
is an effective way to consolidate knowledge [23]. Conversely to
the pattern expansion mechanism, the nodes with high similarity
are more stable, whose patterns are relatively consistent with the
ones learned by the model. Similar to conflict nodes, we select the
top 5% of nodes with high similarity to construct a sub-graph for
the saved model. Note that these nodes are selected according to
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the evolutionary degree of their daily flow features, which does not
require detailed historical graph data.

3.3 Framework Efficiency Study
Traffic prediction models based on GCNs suffers from huge time
complexity challenges due to the matrix multiplication in the GNN
layer. For a graph 𝐺𝜏 , the time complexity is O(𝑁 2

𝜏−1). With the
expansion of the road network, the time complexity of retraining
a new model becomes O

(
(𝑁𝜏−1 + Δ𝑁𝜏 )2

)
, where Δ𝑁𝜏 means the

number of new nodes in the 𝜏-th year. Instead, our continual frame-
work PECPM, which use only the new nodes and 𝑑 sampled nodes
(including conflict nodes and stable nodes) to fine-tune the model,
could reduce the time complexity of GCN layers to O

(
(Δ𝑁𝜏 + 𝑑)2

)
.

In a real-world traffic road, the nodes of previous large road net-
work are much larger than the new nodes, i.e, Δ𝑁𝜏 ≪ 𝑁𝜏 . Thus,
our framework is theoretically more efficient.

Algorithm 1: PECPM for Continuous Spatiotemporal
Learning at time 𝜏>0
Input: Observed flow data 𝑋𝜏 , graph 𝐺𝜏 , and model F𝜏−1
Output: Prediction model functions F𝜏

1 Initialize the parameters of F𝜏 with F𝜏 − 1
2 Initialize P𝜏−1 as centers of the clusters, and perform

clustering to get new representative pattern set P𝜏
3 Sample new nodes, conflict nodes, and stable nodes with

their 2-hop neighbors to construct a subgraph
4 Use this subgraph to fine-tune F𝜏

4 EXPERIMENTS
In this section, we evaluate the overall performance and efficiency
(Subsection 4.2) of our framework. Then, we separately evaluate
the effects of learning new knowledge (Subsection 4.3) and consoli-
dating old knowledge (Subsection 4.4). We then construct ablation
experiments (Subsection 4.5) and hyperparameter sensitivity exper-
iments (Subsection 4.6). Finally, to verify the general applicability
of PECPM, we provide additional experimental analysis: (1). Exper-
iments on another dataset (Subsection 4.7), (2) PECPM with other
spatiotemporal learning models (Subsection 4.8).

Table 1: The details of the evolving traffic network.

Year 2011 2012 2013 2014 2015 2016 2017

Nodes 655 715 786 822 834 850 871

Edges 1577 1929 2316 2536 2594 2691 2788

4.1 Experimental Setup
Dataset.We evaluate the proposed framework PECPM on a real-
world dataset PEMS3-Stream [3], where the traffic network is ex-
tending, and PEMS3-Stream is collected by California Transporta-
tion Agencies (CalTrans) PerformanceMeasurement System (PeMS)

from July 10th to August 9th from 2011 to 2017. Tbale.1 shows the
details of the evolving traffic network. We follow standard protocol
and split the dataset into training set, validation set, and test set in
chronological order with the ratio of 6:2:2 [12].
Experiment Setting.We use data from the past 12 time steps to
predict the next 12 time steps (ie.𝑇ℎ =𝑇𝑝 = 12), and then calculate the
average metrics for three granularities (i.e. 15 minutes, 30 minutes,
and 60 minutes). All the models are optimized by the Adamw [19]
optimizer with a learning rate of 10−3 and batch size of 128. The
maximum epoch is set to 100 with early stop strategy. We only
use the training dataset to extract representative pattern set in
every year and the representative pattern set size is 50 (ie. |P| =
𝐾=50). The most similar 5 representative patterns are selected as
the candidates (ie. 𝑘𝑐=5). Two loss balance factors ` and _ are 50 and
0.001 respectively. Three metrics are used in the experiments: (1)
Mean Absolute Error (MAE), (2) Root Mean Square Error (RMSE),
and (3) Mean Absolute Percentage Error (MAPE).
Baselines. The baselines include continual training strategy and
retrained training strategy.

• GRU [4]: Gated Recurrent Unit (GRU) is a variant of RNN
using a gating mechanism. We train a new GRU model with
all training data every year.

• SurSTG: Surrogate spatiotemporal learning model (SurSTG)
is similar to STGCN [33]. We retrain a new SurSTG by using
the data of all nodes every year.

• SurSTG-Retrain: We use the training data of all nodes each
year are used to retrain a SurSTG (STGCN), which is initial-
ized with the models trained at the last year.

• SurSTG-Static: We use data in the first year (i.e., 2011) to
train a SurSTGmodel. And the trainedmodel without further
training is used to directly predict traffic flow after 2011.

• SurSTG-Expand: From 2012 to 2016, we use onlyNewNodes
to fine-tune the saved SurSTG for expanding new knowledge
every year.

• SurSTG-TrafficStream(SurSTG-TS) [3]: TrafficStream is a
continual learning strategy based on Jensen-Shannon di-
vergence. In 2012-2016, We continually train SurSTG with
TrafficStream.

• PECPM: Our framework is a continual learning method,
which only use new nodes, conflict nodes, and stable nodes
to fine-tune the saved SurSTG from 2012 to 2016.

4.2 Performance Analysis on All Nodes
We first analyze the prediction performance of the models for all
nodes, and the average MAE, RMSE, and MAPE in seven years
are shown in Table.2. And Figure.4 shows the performance of the
models every year.

As can be observed, GRU achieves the largest errors because it
fails to capture spatial correlations. SurSTG-Retrain which uses all
nodes to fine-tune the saved model achieves better performance
than SurSTG, this indicates that old knowledge is beneficial to
improve the performance of the model. However, SurSTG-Retrain
and SurSTG are extremely inefficient compared with continual
methods, since they both access the data of all nodes for training
(or fine-tuning) every year. PECPM achieves the best prediction
performance compared with the other continual training methods
(i.e., SurSTG-Static, SurSTG-Expand, and SurSTG-TS), which is also
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Table 2: Prediction performance of the models for all nodes.

Model 15 min 30 min 60 min Time

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE Total(s)

Retrained

GRU 14.71 25.01 20.36 17.15 29.02 22.76 19.98 29.78 26.29 5630.17
SurSTG 12.34 20.31 16.93 13.74 22.87 18.51 15.28 25.76 21.36 8891.32
SurSTG-Retrain 12.13 19.93 16.78 13.64 22.36 18.43 15.19 25.53 21.10 8504.67

Continual

SurSTG-Static 13.37 21.10 28.35 14.78 23.54 30.88 16.32 27.20 34.28 1208.98
SurSTG-Expand 12.98 21.01 18.12 14.97 24.63 18.78 16.91 29.32 21.12 2296.43
SurSTG-TS 12.29 20.22 16.35 13.93 22.74 17.67 15.45 25.64 19.87 4321.85
PECPM 11.81 19.39 15.91 13.41 22.17 17.07 14.76 25.03 18.30 3035.21
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Figure 4: Prediction performance for all nodes in terms of MAE, RMSE, and MAPE in consecutive years.

better than the retraining methods (SurSTG-Retrain), however, it
takes only a third of the training time to the retraining methods.
SurSTG-Static which directly predicts flow using SurSTG trained in
2011 achieves the worst performance because of failing to learn the
new patterns of the updated road network. Thus, SurSTG-Expand,
which only uses new nodes to fine-tune the model every year for
learning new patterns, achieves unpromising prediction because
it fails to consolidate the learned knowledge. Especially when the
patterns of previous nodes are inconsistent with new nodes (e.g.,
2016), the prediction errors of SurSTG-Static and SurSTG-Expand
increase significantly. Although, SurSTG-TS as an unfair baseline
uses more information (i.e. detailed and complete historical data in
the past year), PECPM still outperforms it in prediction performance
and efficiency.

In short, the results show that PECPM achieves excellent perfor-
mance and high efficiency for continual traffic flow prediction.

4.3 Framework Generalization Analysis
It is a priority for trafficmanagers to predict future traffic conditions
at new nodes for developing new traffic strategies, but achieving
accurate predictions is a challenge due to the limited data available
from these nodes, which depends on the generalization ability of
models to learn new knowledge from the updated network. The
average of the three metrics over the six-year period (i.e., 2012-2017)
on the new nodes is shown in Table.3.

The SurSTG-Static model, which directly predicts traffic states
using a trained model from 2011, exhibits the highest errors due
to its inability to absorb new knowledge in the updated road net-
work, and learned knowledge is no longer applicable to new nodes.
SurSTG-Expand achieve better performance in MAE and RMSE for

new nodes than SurSTG-TS and SurSTG-Retrain because it focuses
only on the patterns of new nodes using the data of new nodes
every year to fine-tune the model. It also reveals us that achieving
a balance between consolidating learned patterns and learn new
patterns remains a challenge.

However, PECPM significantly outperforms the othermodels and
achieves a balance of integrating new knowledge and consolidating
old knowledge. The performance of PECPM is significantly higher
than that of SurSTG+TS in terms of MAE and RMSE. However, we
observe that the gap between PECPM and other baselines in MAPE
is not as large as that in the other two metrics. Considering that
MAPE is naturally sensitive to small values, we further ablate the
performance for small data in new nodes. We compute the average
MAPE of the value between 0 and 5 in six years as an example
and the time granularity is 15 minutes, the results of PECPM are
112.43 larger than the 110.13 of SurSTG-TS. This means PECPM
has deficient prediction performance for these small values which
are not very crucial for the traffic system.

Table 3: Average prediction performance of the models for
new nodes.

Model 60-min

MAE RMSE MAPE

SurSTG-Retrain 12.43 21.03 40.24
SurSTG-Static 14.64 23.48 79.59
SurSTG-Expand 12.26 20.47 39.57
SurSTG-TS 14.89 26.74 26.96
PECPM 10.47 16.68 24.32
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4.4 Performance Analysis on Original Nodes
We further analyze the prediction performance on the original
nodes to evaluate the effectiveness of each method in consolidating
previous knowledge (as shown in Table. 4).

SurSTG-Expand, which only uses the data of new nodes to fine-
tune the saved SurSTG, exhibits inferior performance compared
to TrafficStream and PECPM which both emphasizing preserving
prior knowledge. Especially when the patterns of new nodes are sig-
nificantly different from the patterns of original nodes (e.g., 2017),
as shown in Figure 4, because SurSTG-Expand only focuses on
learning new patterns and suffers from catastrophic forgetting,
thus it achieves the worst performance in 2017. This highlights
the necessity of consolidating knowledge. SurSTG-Retrain achieves
lower errors than SurSTG-TS due to using all the data to retrain a
new model. Compared to TrafficStream (SurSTG-TS), PECPM uses
a pattern bank explicitly to store important patterns and adopts
two strategies (i.e., bank preservation mechanism and pattern trace-
ability mechanism) to further consolidate learned patterns, thus
it achieves better prediction performance for original nodes and
surpasses the retraining method SurSTG-Retrain. Even in the most
challenging years, PECPM still achieves competitive performance.

Table 4: Average prediction performance of the models for
original nodes.

Model 60-min

MAE RMSE MAPE

SurSTG-Retrain 15.96 26.32 21.74
SurSTG-Static 17.02 28.75 36.54
SurSTG-Expand 17.98 30.88 24.69
SurSTG-TS 16.23 26.57 22.08
PECPM 15.51 25.89 19.67

4.5 Ablation Experiment Study
We evaluate the effectiveness of each component of PECPM by
removing each main component separately. The prediction perfor-
mance of different variants in 60 minutes is shown in Figure.5. w/o
Bank means PECPM without the pattern bank based on pattern
matching and the bank preservation mechanism, which is less effec-
tive, and it indicates that explicitly storing representative patterns
can help models integrate new patterns and consolidate old knowl-
edge. w/o PT and w/o MP respectively refer to training the model
without a bank preservation mechanism and pattern traceability
strategy. Their performance is worse than PECPM, which demon-
strates that two strategies can avoid the forgetting problem. w/o
PE means that we only use new nodes (without conflict nodes) to
expand new patterns into the model, which achieves higher errors
than PECPM, this suggests that only integrating the patterns of
new nodes into the model is not enough. In contrast, PECPM has
lower errors due to learning both new and evolved patterns.

4.6 Hyperparameter Sensitivity Study
In this section, we investigate the sensitivity of the hyperparam-
eter 𝐾 , which denotes the number of representative patterns set
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Figure 5: Ablation experiment of component effectiveness.
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Figure 6: Sensitivity analysis of hyperparameters 𝐾 .

𝐾 (equal to |P|). The prediction performance with different 𝐾 is
shown in Figure 6. We can observe that our model achieves the
best performance when 𝐾=50. If 𝐾 is too small, the pattern bank
would fail to provide enough information. Conversely, too large
𝐾 means that there will be an excessive number of patterns in the
bank that hinder the ability to capture representative patterns of
the road network.

4.7 Experiment Study on Another Dataset
In order to investigate the performance of PECPM more broadly,
we construct another dataset as a supplement: NYC-BikeStream
which is collected from the New York sharing bike service system
and records station-level bike flow from 2014 to 2018. We regard
one station as a node and construct a graph based on the geo-
graphic coordinate of the stations. Because the sharing-bike system
continues to expand and new stations are built, the graph in the
NYC-BikeStream dataset is constantly expanding, and the number
of nodes each year is shown in Table.5. We use the past 6-hour
observed data to predict bike flow in the next hour.

The experimental results are reported in Table.6. As can be ob-
served, SurSTG-Retrain achieves lower errors than SurSTG, and
this proves that leveraging old knowledge is beneficial for improv-
ing prediction performance. Our proposed framework PECPM still
maintains excellent performance on the NYC-BikeStream dataset. It
achieves lower errors than the continuous learning framework Traf-
ficStream (SurSTG-TS) and the retrained method SurSTG-Retrain
while maintaining high training efficiency.

Table 5: The number of stations in different years of the NYC-
BikeStream dataset.

Year 2014 2015 2016 2017 2018

Stations 526 564 612 657 689

4.8 PECPM with other SurSTGs
In this section, we combine PECPM with two additional spatiotem-
poral learning models, SGCN [3] and STSGCN [25]. The experiment
results on the PEMS3-Stream dataset are reported in Table.7. Com-
pared with other learning methods, PECPM still achieves the best
prediction performance while maintaining high efficiency. Because
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Table 6: Average prediction performance of STGCN with
PECPM on NYC-BikeStream Dataset.

Model MAE RMSE MAPE Time

Retrained

GRU 6.41 13.53 27.05 3854.94
SurSTG 4.57 8.12 21.14 7734.25
SurSTG-Retrain 4.46 8.03 20.98 7680.58

Continual

SurSTG-Static 4.94 8.77 21.89 1132.76
SurSTG-Expand 4.88 8.56 21.67 1476.31
SurSTG-TS 4.51 8.11 20.76 3010.68
PECPM 4.32 7.79 20.20 2011.29

the structure of SGCN is relatively simple, including only two lay-
ers of GCN and one layer of TCN, the performance of SGCN with
PECPM is less competitive than that of SGCN as SurSTG. However,
due to a large number of parameters, STSGCN consumes more
training time. With STSGCN as SurSTG, the performance advan-
tage of PECPM is more prominent compared with TrafficStream.
One potential reason is that as the number of model parameters
increases, TrafficStream is insufficient to preserve prior knowledge.
For example, the 60-minute MAE of SurSTG for original nodes is
16.52, which is larger than the one of PECPM 15.39. Because PECPM
uses a pattern bank to explicitly preserve important patterns, and
the bank consolidation mechanism is used to constrain the update
of important parameters, the pattern traceability mechanism can
further preserve prior knowledge by replaying historical data.

5 RELATEDWORKS
Traffic flow prediction. Recently, efforts [9, 16, 20, 26, 36, 40]
have been made to develop various traffic forecasting techniques
based on deep learning. Currently, the most advanced approach
is Spatio-Temporal Graph Neural Convolutional Networks (STG),
which integrates Graph Neural Networks (GNN) [41] with sequence
models to jointly model spatiotemporal correlations. For exam-
ple, STGCN [32] and T-GCN [38] combine graph convolutional
networks with causal convolutional modules. DCRNN [13] and
MFDGCN [5] use diffusion GNN with RNN to capture long-term
temporal patterns. [11] proposes a traffic prediction model based on
pattern matching. However, existing models are designed for static
graphs. In practical applications, the distribution and underlying
structure of spatiotemporal graphs evolves over time.
Continuous learning. Continuous learning [2, 18, 22, 34] is an
emerging technology that can complete new tasks by effectively
adapting the acquired knowledge without forgetting the learned
knowledge. In the field of graph learning [28], ER-GNN [39] and
Feature-Graph [27] develop a continuous GNN model based on
experience-replay strategies, which grant the model with the ac-
cess to the historical graph from previous tasks for the rehearsal of
previous experience. SGNN-GR [29] employs a generator to learn
the distribution of historical graph data, which can generate syn-
thetic historical nodes with the same distribution features. Then
these nodes are replayed those distribution features in the next task.
However, these models fail to handle the effective update of the
traffic flow prediction model when the traffic patterns of nodes and

Table 7: 60-minute average prediction performance of SGCN
(top part) and STSGCN (bottom part) as SurSTG on PEMS3-
Stream dataset.

Model MAE RMSE MAPE Time

Retrained

GRU 19.98 29.78 26.29 630.17
SGCN 16.91 27.81 25.56 1550.05
SurSTG-Retrain 16.30 26.92 24.97 1286.32

Continual

SurSTG-Static 17.42 27.81 37.24 236.54
SurSTG-Expand 18.26 30.47 23.86 385.51
SurSTG-TS 16.37 27.04 22.94 476.42
PECPM 16.02 26.51 22.30 421.29

Model MAE RMSE MAPE Time

Retrained

GRU 19.98 29.78 26.29 630.17
STSGCN 14.97 25.13 220.15 15831.76
SurSTG-Retrain 14.82 25.03 19.93 14983.32

Continual

SurSTG-Static 16.23 27.12 33.98 2601.23
SurSTG-Expand 17.12 29.42 21.34 4350.91
SurSTG-TS 15.73 25.56 21.03 8812.30
PECPM 14.85 24.62 17.90 4361.39

the road network structure evolve simultaneously [3]. To realize
the continuous traffic flow prediction, TrafficStream [3] develops
a framework based on the historical-data replay strategy. How-
ever, compared with both TrafficStream, PECPM can achieve this
goal more effectively by alternatively maintaining representational
patterns.

6 CONCLUSION
This work is an attempt to propose a continuous spatiotemporal
learning framework without complete historical data. We introduce
the pattern-matching mechanism into the traffic flow predicting
task and propose a series of strategies to achieve continual spa-
tiotemporal graph learning by integrating new knowledge into the
learned model and consolidating old knowledge of the saved model.
The experiment results on the large-scale datasets show that the
continuous learning framework PECPM can significantly improve
the training efficiency and prediction performance of the model
for continuous traffic prediction. In the future, we will investigate
the potential of PECPM applications in other spatiotemporal do-
mains (e.g., the atmosphere). Moreover, some nodes in the graph
may disappear (e.g. sensor failure), thus, investigating the impact
of vanishing nodes is also a future research direction.
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