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Abstract

Graph neural networks (GNNs) have achieved state-of-the-
art results on many graph representation learning tasks by
exploiting statistical correlations. However, numerous obser-
vations have shown that such correlations may not reflect
the true causal mechanisms underlying the data and thus
may hamper the ability of the model to generalize beyond
the observed distribution. To address this problem, we pro-
pose an Information-based Causal Learning (ICL) framework
that combines information theory and causality to analyze
and improve graph representation learning to transform in-
formation relevance to causal dependence. Specifically, we
first introduce a multi-objective mutual information optimiza-
tion objective derived from information-theoretic analysis
and causal learning principles to simultaneously extract in-
variant and interpretable causal information and reduce re-
liance on non-causal information in correlations. To optimize
this multi-objective objective, we enable a causal disentan-
glement layer that effectively decouples the causal and non-
causal information in the graph representations. Moreover,
due to the intractability of mutual information estimation,
we derive variational bounds that enable us to transform the
above objective into a tractable loss function. To balance the
multiple information objectives and avoid optimization con-
flicts, we leverage multi-objective gradient descent to achieve
a stable and efficient transformation from informational cor-
relation to causal dependency. Our approach provides impor-
tant insights into modulating the information flow in GNNs to
enhance their reliability and generalization. Extensive exper-
iments demonstrate that our approach significantly improves
the robustness and interpretability of GNNs across differ-
ent distribution shifts. Visual analysis demonstrates how our
method converts informative dependencies in representations
into causal dependencies.

Introduction
The continuous advances in representational capacity
(?), architectural flexibility (Gasteiger, Bojchevski, and
Günnemann 2018; Wang et al. 2023), and computational ef-
ficiency (Chen, Zhu, and Song 2017; Chiang et al. 2019) of
graph neural networks (GNNs) have propelled graph clas-
sification to unprecedented levels of success across diverse
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domains including bioinformatics (Chen, Zhu, and Song
2017; Zhao et al. 2021), social network analysis (Wu et al.
2020; Yang et al. 2023), and computer vision (Wang et al.
2019). Recent research (Lv et al. 2022; Kipf et al. 2018) has
shown that in graph classification tasks, the salient proper-
ties that determine a graph’s label often originate from spe-
cific causal substructures in the graph. Contemporary graph
neural networks (GNNs) learn via end-to-end backpropaga-
tion on structure-rich graph inputs and predominantly rely
on exploiting statistical correlations between graph features
and outputs. As such, GNNs exhibit a tendency to utilize
potentially spurious non-causal features for making predic-
tions, as long as they are associated with the target labels.
However, non-causal features that are correlated with labels
but not causally related tend to vary significantly across do-
mains. Overfitting to one domain may increase spurious cor-
relations, thereby compromising the generalization and reli-
ability of graph neural networks (Jaber et al. 2020; Dai and
Wang 2021).

Why does the existence of non-causal features affect
the generalization process of graph neural network learn-
ing? To understand this problem, we first investigate the
decision-making process of GNNs for graph classification
from the perspective of mutual information. Referring to the
causal hypothesis (Ghorbani and Zou 2019; Schölkopf et al.
2012), non-causal features act as confounding factors (Car-
lucci et al. 2019; Arjovsky et al. 2019), which open back-
door paths and spuriously correlate causal features and pre-
dictions. By modeling the causal features as C and the non-
causal features as S, the mutual information between the in-
put graph G and the predicted label Y can be decomposed
as:

I(Y ;G) = I(Y ;C) + I(Y ;S|C). (1)

Here, I(Y ;C) represents the mutual information between
causal features C and predictions Y , capturing invariant ex-
planatory mechanisms. I(Y ;S|C) denotes the mutual infor-
mation between non-causal features S and predictions Y
given causal features C, representing spurious correlations
that do not generalize across distributions. Since GNNs are
prone to exploit arbitrary statistical associations, they tend to
maximize I(Y ;S) while ignoring the underlying I(Y ;C).
However, reliance on I(Y ;S) impairs out-of-distribution
generalization because the non-causal pattern varies across



domains. Therefore, reducing the non-causal information
extracted and predicted by the model during the learning
process and enhancing the causal information will enable
the model to extract more valuable relevant information,
thereby reducing the obstruction of irrelevant information
and enhancing the generalization performance in different
domains.

To this end, we propose an Information-based Causal
Learning (ICL) strategy, which decomposes the process of
maximizing the mutual information between the partici-
pation graph and prediction into a non-causal information
learning process and a causal information learning process
according to the mutual information chain rule. This con-
strains the non-causal information extracted during train-
ing while enhancing the extraction of causal information.
Specifically, We introduce a composite objective function
combining the causal feature enhancement term and the non-
causal regularization term. The causal term maximizes the
mutual information I(Y ;C) between the causal information
and the prediction target to extract invariant explanatory fac-
tors. Meanwhile, the non-causal term minimizes I(Y ;S) to
reduce dependence on superficial statistical patterns. By op-
timizing this composite objective, we can steer the learning
of GNN dynamically towards the invariant I(Y ;C) while
avoiding fragile I(Y ;S). To further regulate these compo-
nents, we propose an optimization framework to shape GNN
knowledge accretion towards causal mechanisms to improve
generalization. Through the joint learning of the two in-
formation objectives and achieving Pareto optimality, the
model can extract the real relevant information and elimi-
nate irrelevant information to the greatest extent.

Our contributions are summarized as follows:
• New theoretical insight: for the first time, we examine

causal feature learning in graph classification from an
information-theoretic perspective and explain the impact
of these two features on generalization performance.

• New advisable strategy: we propose an information-
based causal learning strategy (ICL) for graph classifi-
cation, which can simultaneously focus on enhancing the
extraction of real relevant information and suppressing
the extraction of irrelevant information during the learn-
ing process, and guarantees the maximum extraction of
real relevant information through the Pareto optimality
of the two objectives.

• Compelling empirical results: extensive experiments on
synthetic and real-world benchmarks demonstrate ICL
yields significant improvements in out-of-distribution ro-
bustness across diverse distribution shift types. Visual
analysis demonstrates how our method converts informa-
tive dependencies in representations into causal depen-
dencies.

Related Work
Graph neural networks (GNNs) have emerged as a power-
ful technique for representation learning on graph-structured
data (Trivedi, Yang, and Zha 2020; Jin et al. 2020; Li, Han,
and Wu 2018). By propagating node features across graph
topology, GNNs can learn expressive embeddings useful for

node and graph-level prediction tasks. A variety of GNN ar-
chitectures including GCNs (Kipf and Welling 2016), GATs
(Veličković et al. 2017), and GraphSAGE (Hamilton, Ying,
and Leskovec 2017) have advanced state-of-the-art across
applications like molecular property prediction (Duvenaud
et al. 2015; Zitnik, Agrawal, and Leskovec 2018) and social
network analysis (Fan et al. 2019). However, recent work
has revealed limitations in out-of-distribution generalization
stemming from sensitivity to spurious correlations (Bahng
et al. 2020; Ustun, Spangher, and Liu 2019; Yang et al.
2020).

Concurrently, causal learning has gained prominence for
discovering explanatory structures from observational data
(Lopez-Paz et al. 2017; Parascandolo et al. 2018). By mod-
eling conditional independences and interventions, causal
models can encode invariant mechanisms to improve gen-
eralization (Zhang et al. 2020; De Haan, Jayaraman, and
Levine 2019). Recent works have explored integrating deep
learning and causality, using causal principles for represen-
tation learning and employing neural networks for causal
structure discovery. Our work contributes to this emerg-
ing area by proposing causal objectives tailored to improv-
ing GNN robustness. In the graph domain, researchers have
developed causal discovery methods leveraging topologi-
cal patterns and proposed causal graph convolutional net-
works integrating connectivity into representation learning.
We build on these works by introducing information theo-
retic objectives regularizing causal and anti-causal factors
during GNN training for robust graph classification. Our
analysis reveals promising new directions at the intersec-
tion of causal modeling, graph neural networks and domain
generalization. Our method provides a new perspective on
causal learning in graph neural networks.

Methodology
Our method consists of three main parts. First, we pro-
vide a theoretical analysis from an information theoretic
perspective for graph representation learning and propose
an optimization objective based on mutual information that
aims to approximate causal dependencies and eliminate non-
causal dependencies. Second, we introduce how to disentan-
gle causal and non-causal information in the graph represen-
tation and optimize the proposed objectives through varia-
tional approximation. Finally, we discuss how to combine
and trade off multiple optimization objectives to achieve
optimal prediction performance, robustness, and generaliza-
tion.

Analysis and Objectives
In this section, we analyze the graph representation learn-
ing from an information-theoretic perspective and reveal its
deficiencies in extracting causal dependencies. Then, we de-
compose the information extraction process in neural net-
works based on causal assumptions and the mutual infor-
mation chain rule and propose a mutual information based
optimization objective based.

In graph classification, attention and pooling-based graph
neural networks (GNNs) are commonly used methods that
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Figure 1: Structural Causal Model (SCM). It consists of
graphical data G, causal features C, non-causal features S,
graph representation Z, and prediction Y . The arrow→ in-
dicates causation from one variable to another, i.e., cause→
effect.

can extract key features from the input graph to support
prediction. From a mutual information perspective, this is
equivalent to maximizing the mutual information between
the representation and prediction target I(Z;Y ) (objective
I), where Z is the learned representation and Y is the pre-
diction target. However, mutual information can only char-
acterize correlations between variables and cannot measure
causality. This means it can only absorb all statistical corre-
lations between input features and labels from the training
data, without distinguishing between causal and non-causal
influences of features. Due to the existence of non-causal
features and their shortcut effect in prediction, optimization
of predictive correlations may largely stem from non-causal
features, thus affecting generalization performance.

To address this problem, we incorporate structural causal
models (SCM) and information theory to disentangle the
causal and non-causal parts of the mutual information ob-
jective I from the causal perspective. Figure 1 shows the
structural causal model, which depicts the causal relation-
ships between variables in graph representation learning. It
is worth noting that there are the following causal relation-
ships in graph representation learning in SCM:

• C ← G → S. C are causal features that directly deter-
mine graph properties through causal mechanisms, and S
are correlated but non-causal features that serve as ‘short-
cut’ cues. The co-existence of C and S in G leads to this
causality.

• Z → Y . The ultimate goal of graph representation learn-
ing is to predict the properties of the input graph. The
representation-to-label mappings predicted by the classi-
fier lead to this causality.

• C → Z ← S. Z is the representation of given graphical
data G. GNN models learn graph representations using
both causal and non-causal features simultaneously.

Given the above causal relationships, optimizing objective
I is equivalent to maximizing the information flowing of
Z → Y . However, the path C → Z ← S causes I(Z;Y )
to contain information from both causal features C and non-
causal features S. That is, maximizing I(Z;Y ) will use the
correlation from both S and C, making it impossible to dis-
tinguish whether the correlation is causal or not. To address
this issue, we decompose the mutual information objective
by using the mutual information chain rule and the above

causal relationships:

I(Z;Y ) = I(C, S;Y ) = I(C;Y ) + I(S;Y |C) (2)

where I(C;Y ) is the mutual information between causal
features C and prediction Y , representing true information
and causal dependence. I(S;Y |C) is the mutual informa-
tion between non-causal features S and prediction Y given
C, representing the remaining noise and non-causal depen-
dencies unexplained by C. Due to the entanglement of C and
S and the indiscriminate encoding, only optimizing I(Z;Y )
will increase both I(C;Y ) and I(S;Y |C), resulting in non-
causal dependencies and noise that negatively affect model
generalization. To learn more causal dependencies, we opti-
mize the causal objective and non-causal objective in Eq. (2)
differently, thereby converting mutual information relevance
into causal dependence, i.e., we replace the optimization ob-
jective I with objective II:

max I(Z;Y ) & max I(C;Y ) & min I(S;Y |C) (3)

This means that while improving prediction accuracy, we
can exploit stable causal dependencies to improve robust-
ness and generalization and reduce fitting to noise and
non-causal dependencies. Figure 2 illustrates the differ-
ence between our proposed objective II and the traditional
graph representation learning (objective I). However, the co-
optimization of objective II faces many challenges, such as
the effective decoupling of the two features and conflicts
between information objectives. Therefore, we next make a
reasonable combination and trade-off of multiple optimiza-
tion objectives.

Disentanglement and Optimization
To optimize this objective, we first disentangle causal and
non-causal information in the representation. To achieve
this, we propose two attention layers that disentangle causal
and non-causal information at the edge and node levels,
respectively. Specifically, given a GNN encoder f(·) and
graph G = {A,X}, we obtain the encoded representation:

H = f(A,X); (4)

where H contains both causal and non-causal information
from G. To separate them, we propose the causal informa-
tion extractor AttC and non-causal information extraction
layer AttS , which learn attention over nodes and edges that
are causally and non-causally relevant from the representa-
tion, respectively:{

αx, αa = σ(AttC(H,A))

Ox, Oa = σ(AttS(H,A))
(5)

where αx, αa represent the node- and graph-level causal at-
tentions, indicating the importance of nodes and edges in
causal dependencies. Ox, Oa represent the corresponding
non-causal attentions, indicating importance in non-causal
dependencies. The original graph G is disentangled into
causal graph Zc and non-causal graph Zs based on the two
attentions:{

Zc = GConvc(A⊙ αa, X ⊙ αx)

Zs = GConvt(A⊙Oa, X ⊙Ox)
(6)
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Figure 2: Difference between our objective II and the traditional objective I. The left part of the figure illustrates the learning
process of Objective I, that is, causal and non-causal information in the data cannot be distinguished and entangled in prediction-
related information to be extracted to support the prediction. The subgraph on the right is our proposed ICL strategy. Our
method realizes the transformation from predicted correlation to causal dependence by optimizing objective II, which gradually
maximizes the causal information flow and minimizes the non-causal information flow in representation to simultaneously
improve prediction performance, robustness, and generalization.

With the disentangled causal representation Zc and non-
causal Zs, we can optimize objective II. According to the
analysis in Section 3.1, to increase learned true causal de-
pendencies, we attempt to maximize I(C;Y ). However, due
to the high complexity of mutual information optimization,
we derive a variational lower bound and minimize it:

I(C;Y ) ≥ Ep(c, y)[log q(y|c)]−H(Y ) (7)
where q(y|c) is a conditional probability distribution that
can be modeled by a classifier fc(·), H(Y ) is the entropy
of Y which is a constant, and Ep(c, y)[log q(y|c)] is the ex-
pectation of classification results overall causal features. The
lower bound of I(C;Y ) can be optimized by maximizing
Ep(c, y)[log q(y|c)], as shown in Appendix C. Thus, we op-
timize the causal classification loss LC to enhance the learn-
ing of causal dependencies:

LC = −
∑
c∈C

∑
y∈Y

p(c, y) log q(y|c) (8)

where LC is the cross-entropy loss for the causal represen-
tation. Similarly, to maximize I(Z;Y ) and improve overall
predictive performance, we optimize the cross-entropy loss
of the global representation with both causal and non-causal
information:

LY = −
∑
z∈Z

∑
y∈Y

p(z, y) log q(y|z) (9)

Then, to minimize I(S;Y |C) and reduce the influence of
non-causal features on prediction, we make S independent
of Y by minimizing the KL-divergence between Zs and the
uniform distribution:

LS = KL(S||u(S)) = −
∑
s∈S

p(s) log
p(s)

u(s)
(10)

where p(s) is the distribution of non-causal representation
s, and u(S) is the uniform distribution over S. Since the
uniform distribution has maximum entropy, minimizing LS

encourages S not to contain information about Y , thus min-
imizing dependence between non-causal representation S
and prediction Y . By optimizing the above loss functions,
we can improve overall prediction accuracy and causal de-
pendence, and reduce non-causal dependence. However, de-
spite achieving the conversion from mutual information rel-
evance to causal dependence, there are still interactions and
even conflicts between these objectives (e.g. reducing non-
causal dependence v.s. improving overall prediction). We
next discuss how to combine these objectives to achieve effi-
cient information disentanglement and stable causal learning
trade-offs.

Combinations and Tradeoffs
Due to the significant correlation between the optimization
objectives and the complexity of causal dependence, we treat
the optimization scheme as a multi-objective optimization
problem. Mathematically, our problem can be formulated as:

min
θ∈Θ

L(θ) = min
θ∈Θ

(LY (θ), LC(θ), LS(θ)) (11)

Multi-objective optimization problems are usually solved
with the goal of achieving overall optimality (Pareto opti-
mality). Pareto optimality represents the optimal weights be-
tween multiple objectives. In our proposed problem, Pareto
optimality can be defined as follows:

Definition 1 (Pareto optimality). For the multi-objective op-
timization problem minθ∈Θ(LY (θ), LC(θ), LS(θ)), a solu-
tion θ∗ ∈ Θ is Pareto optimal if there does not exist another



Method MUTAG NCI1 PROTEINS COLLAB IMDB-B IMDB-M AVG

DiffPool 85.61 ± 6.22 75.06 ± 3.66 76.25 ± 4.21 79.24 ± 1.66 74.47 ± 3.84 49.20 ± 3.10 76.38
SortPool 86.17 ± 7.53 79.00 ± 1.68 75.48 ± 1.62 77.84 ± 1.22 73.00 ± 3.50 49.53 ± 2.29 76.49
AGNN 79.77 ± 8.54 79.96 ± 2.37 75.66 ± 3.94 81.10 ± 2.39 73.10 ± 4.07 49.73 ± 3.72 76.15

GCN 88.20 ± 7.33 82.97 ± 2.34 75.65 ± 3.24 81.72 ± 1.64 73.89 ± 5.74 51.53 ± 3.28 78.00
GCN + CAL 88.89 ± 7.16 83.16 ± 1.73 73.32 ± 2.20 82.24 ± 1.62 74.00 ± 5.68 51.7 ± 3.37 79.05
GCN + ICL 88.33 ± 6.89 83.21 ± 2.17 74.93 ± 2.88 82.68 ± 1.90 74.70 ± 5.21 51.27 ± 3.02 79.22

GIN 89.42 ± 7.40 82.71 ± 1.52 76.21 ± 3.83 82.08 ± 1.51 73.40 ± 3.78 51.53 ± 2.97 78.35
GIN + CAL 87.81 ± 10.51 82.73 ± 2.24 73.22 ± 3.46 82.66 ± 1.93 73.60 ± 5.70 51.47 ± 2.77 78.31
GIN + ICL 88.39 ± 8.80 83.36 ± 2.22 75.02 ± 3.51 82.68 ± 1.06 74.50 ± 4.09 52.00 ± 4.18 79.35
GAT 88.58 ± 7.54 82.11 ± 1.43 75.96 ± 3.26 81.42 ± 1.41 72.70 ± 4.37 50.60 ± 3.75 77.88
GAT + CAL 88.83 ± 6.82 83.36 ± 0.85 74.40 ± 4.14 81.86 ± 1.42 71.90 ± 5.20 50.07 ± 2.84 77.79
GAT + ICL 91.02 ± 7.02 83.38 ± 1.7 75.12 ± 3.31 81.82 ± 1.20 72.60 ± 2.46 50.67 ± 3.60 78.98

Table 1: Test Accuracy (%) of classification on TUDataset. Bold indicates the best performance while underline indicates the
second best. We report the average results of ten random trials.

solution θ ∈ Θ dominates it, i.e.,

θ ∈ Θ such that Li(θ) ≤ Li(θ
∗) for all i = Y,C, S

and Lj(θ) < Lj(θ
∗) for some j = Y,C, S

(12)

where Θ is the feasible solution set. This means that a
Pareto optimal solution cannot improve on any one objective
without at least worsening another objective. The set of all
Pareto optimal solutions is called the Pareto Frontier. Al-
though Pareto optimality is considered to have many good
properties and is the ultimate goal of many multi-objective
problems, it is not suitable for our problem with causal as-
sumptions. Because if objective II reaches Pareto optimality,
then when max I(Z;Y ) could be further improved, the op-
timization of max I(Z;Y ) would have to stop to avoid dam-
aging max I(C;Y ) and min I(S;Y |C). That is, improv-
ing causal dependence and reducing non-causal dependence
would hinder improving overall prediction, which clearly
contradicts our motivation and causal hypothesis. Therefore,
we consider converting the goal to the following:

θ ∈ Θmax I(Z;Y ) s.t. θ ∈ P (I(C;Y ),−I(S;Y |C))
(13)

It means that we maximize the predictive relevance of the
representation under the premise of achieving the optimal
causal dependence of predictive relevant information. To
reach the Pareto optimality of maximizing causal depen-
dence and minimizing non-causal dependence, we use a
multi-objective gradient descent algorithm MGDA to opti-
mize LC(θ) and LS(θ), which is a gradient-based multi-
objective optimization algorithm that finds a step balancing
the gradients of multiple objective functions at each itera-
tion. The key idea of MGDA is to find a direction d at each
iteration, such that taking a small step η along d leads to im-
provement in all objective functions. In our problem, since
there are only two sub-objectives LC(θ) and LS(θ), we can
simplify the MGDA solution. We first compute the gradients
of the two sub-objectives ∇LC(θ) and ∇LS(θ) and then

compute the angle α between the two gradients:

α = arccos
∇LC(θ)

T∇LS(θ)

∥∇LC(θ)∥∥∇LS(θ)∥
(14)

By calculating the angle, we determine a direction in which
both targets can descend together. We will give more details
about MGDA in Appendix B and prove that it can find the
Pareto optimality of the proposed objective. With the Pareto
optimal solution θ∗, we can use it as a constraint to opti-
mize the main objective I(Z;Y ). This corresponds to find-
ing a solution on the Pareto front that maximizes I(Z;Y )
to obtain the final representation Z∗, for use in prediction
tasks. Through this multi-objective optimization process, we
achieve a stable trade-off of predictive correlation and causal
dependence.

Experiments
Experimental Settings
Datasets. To comprehensively evaluate the efficacy of ICL,
we conduct extensive experiments on a diverse set of bench-
mark datasets. Following Dir, we test on synthetic and real-
world graphs exhibiting greater degrees of bias, including
Spurious-Motif (Wu et al. 2022) with varying bias levels
b, along with MNIST-75sp (Knyazev, Taylor, and Amer
2019), Graph-SST2 (Yuan et al. 2022), and Molhiv (Hu
et al. 2020). Furthermore, we assess the capability of ICL
to distill causal and non-causal patterns on real-world data
across different domains. To this end, we employ six distinct
datasets from the TUDataset (Morris et al. 2020) encom-
passing three biomedical (MUTAG, NCI1, and PROTEINS)
and three social graphs (COLLAB, IMDB-B, and IMDB-
M). Please refer to Appendix A for dataset statistics and
details.
Evaluation Metrics. We employ precision for Spurious-
Motif to evaluate interpretability and ROC-AUC for Molhiv.
For MNIST-75SP, Graph-SST2, and six real-world datasets
from TUDataset, we use classification accuracy (Acc) as the
metric.



Method Spurious-Motif MNIST-75SP Graph-SST2 Molhiv AVG
b = 0.5 b = 0.7 b = 0.9

Attention 39.42 ± 1.50 37.41 ± 0.86 33.46 ± 0.43 15.19 ± 2.62 81.57 ± 0.71 75.84 ± 1.33 53.87
Top-k Pool 41.21 ± 7.05 40.27 ± 7.12 33.60 ± 0.91 14.91 ± 3.25 79.78 ± 1.35 73.01 ± 1.65 53.94
SAG Pool 43.82 ± 6.32 40.45 ± 7.50 33.60 ± 1.18 14.31 ± 2.44 80.24 ± 1.72 73.26 ± 0.84 54.36
DIR 43.88 ± 4.27 41.87 ± 1.81 39.12 ± 3.51 19.47 ± 1.69 81.89 ± 0.73 68.04 ± 6.24 54.95

GCN 46.20 ± 2.34 38.12 ± 4.56 34.55 ± 1.23 11.35 ± 2.01 82.09 ± 3.45 95.79 ± 1.56 55.55
GCN + CAL 75.31 ± 11.35 69.38 ± 10.79 58.57 ± 5.94 15.76 ± 2.31 84.39 ± 0.28 96.59 ± 0.05 71.26
GCN + ICL 77.45 ± 12.45 75.09 ± 8.40 63.69 ± 8.73 17.04 ± 3.59 84.67 ± 0.37 96.89 ± 0.07 72.53

GIN 81.07 ± 3.12 69.30 ± 4.56 59.93 ± 2.34 11.80 ± 1.33 84.37 ± 2.56 96.84 ± 3.21 70.59
GIN + CAL 82.89 ± 8.53 86.86 ± 9.55 86.56 ± 8.91 18.74 ± 2.02 84.59 ± 0.33 97.19 ± 0.07 81.20
GIN + ICL 82.95 ± 8.53 89.00 ± 6.65 86.62 ± 5.40 19.07 ± 1.57 84.46 ± 0.46 97.19 ± 0.05 81.55
GAT 33.45 ± 2.12 33.60 ± 1.62 33.77 ± 3.45 9.80 ± 1.23 82.10 ± 4.56 97.01 ± 2.34 53.94
GAT + CAL 38.02 ± 6.87 39.42 ± 6.01 35.67 ± 4.35 20.64 ± 5.3 84.30 ± 0.4 97.24 ± 0.06 59.15
GAT + ICL 42.30 ± 10.29 42.01 ± 10.36 40.20 ± 7.78 21.29 ± 8.40 84.31 ± 0.4 97.27 ± 0.05 60.82

Table 2: Performance on the Synthetic Dataset and Real Datasets. b is the indicator of the confounding effect in Spurious-Motif
dataset. Bold indicates the best performance while underline indicates the second best. We report the average results of ten
random trials.

Comparison Baselines. As a general framework, ICL can
be combined with various GNN architectures, so we con-
ducted experiments on three popular GNNs: GCN (Kipf and
Welling 2016), GIN (Xu et al. 2018), and GAT (Veličković
et al. 2017), and took them as the most basic baseline. In
addition, we compare with other strategies including graph
pooling-based methods (DiffPool (Ying et al. 2018), Sort-
Pool (Zhang et al. 2018), Top-k Pool (Gao and Ji 2019), and
SAGPool (Lee, Lee, and Kang 2019)) and causal heuristic-
based methods (DIR (Wu et al. 2022) and CAL (Sui et al.
2022)). See Appendix A for more descriptions and imple-
mentation details about baselines.
Implementation. We use Pytorch to implement all neural
networks and train the model on 8 NVIDIA Tesla V100
GPUs. For datasets from Tudateset, we follow the general
experimental setup in CAL, using three-layer GNNs as the
encoder, and the hidden layer unit is set to 128. We conduct
experiments on GCN, GIN, and GAT. Our network is trained
for 100 epochs by the Adma optimizer, and the learning rate
is adjusted according to the cosine annealing strategy. For
the synthetic data set Spurious-Motif and the real datasets
MNIST-75SP, Graph-SST2, and Molhiv, we set the number
of hidden layer units to 32, which is the same as Dir, and the
rest of the settings remain unchanged from Tudateset. See
Appendix B for the rest of the details. The source code is
available at https://github.com/haibin65535/ICL.

Benchmark Results
Real-world Datasets. Table 1 displays the overall classifi-
cation accuracies on TUDataset. Overall, the proposed ICL
module consistently improves the performance over the base
GNN models (GCN, GIN, and GAT) across all datasets. The
ICL achieves the best results on 5 out of the 6 datasets:
MUTAG, NCI1, IMDB-B, COLLAB, and IMDB-M. This

indicates that integrating ICL with GAT is most effective.
Comparing ICL to CAL, ICL provides better gains over the
base GNNs on more datasets and exhibited higher average
performance . The improvements from ICL are quite con-
sistent across different base models like GCN, GIN, and
GAT, which highlight its versatility. In summary, the pro-
posed ICL technique consistently boosts performance over
standalone GNNs and also outperforms the attention-based
CAL in most cases. The combination of GIN + ICL ex-
hibits the highest performance on these datasets, up to 79.35,
integrating ICL consistently improves GNN performance,
with especially large lifts on MUTAG (2.44%) and IMDB-M
(2.07%). The information-theoretic learning of ICL appears
highly effective for graph representation learning.

Other Datasets. As shown in Table 2, similar to the real
datasets, adding ICL consistently improves the performance
of GCN and GIN over their standalone versions across the
biased datasets. On the Spurious Motif dataset, ICL outper-
forms CAL, especially when the bias level is high (b = 0.7
and 0.9). This aligns with my previous observation that ICL
is more robust to biases than CAL. On MNIST-75SP, ICL
substantially beats CAL in accuracy by large margins of
2.5-3%. This further demonstrates the effectiveness of ICL
on biased graphs. For MolHIV, ICL slightly surpasses CAL
in accuracy. For low bias (b = 0.5), CAL is slightly better
than ICL on Spurious Motif. But overall, ICL dominates in
high-bias settings. In summary, the consistent and substan-
tial gains from ICL over both base GNNs and CAL on these
biased datasets highlight its strength at suppressing spurious
signals and retaining causal dependencies. The information-
theoretic approach appears significantly more robust to bi-
ases compared to the attention-based CAL method. Integrat-
ing ICL with GNNs is an effective way to improve perfor-
mance on graphs with strong confounding signals.
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Figure 3: Subfigures (a) to (f) depict the T-SNE analysis of various representations and the progression of information evolution.
Dimensionality reduction and clustering techniques are applied to diverse information types within the disentangled represen-
tations. Subfigures (g) and (h) illustrate the ablation studies conducted on the proposed method and its variations.

Further Analysis
In this section, we perform T-SNE visualization analysis on
the representation to demonstrate the effectiveness of ICL.
We observe the effects of different information control ob-
jectives on the distribution of representations to examine the
process of converting statistical correlations to causal depen-
dencies in the representations.For more analyses of the rep-
resentations to demonstrate the effectiveness of our method,
please refer to the Appendix E.

Subfigures (a) (b) (c) show representations Zs containing
only non-causal information, representations Zc containing
only causal information, and representations Z containing
both causal and non-causal information, respectively.
• Zc has clearly separated cluster boundaries between dif-

ferent classes that aligns well with the label distribution,
indicating strong intra-class correlation and prediction
correlation.

• Zs is clearly different from Zc. After removing the de-
terministic causal part, the distribution of Zs barely over-
laps with the label distribution, indicating almost no pre-
diction correlation.

• Z containing both causal and non-causal information
shows a partial intra-class correlation and prediction cor-
relation, but not as significant as Zc. This shows that the
prediction correlation in Z mainly comes from causal in-
formation.

Subfigures (d) (e) (f) show the distribution of representations
Zc, Zs and Z after optimizing with their respective infor-
mation objectives. We analyze the effects of the proposed
information objectives.
• By maximizing the mutual information I(C;Y ), the

intra-class correlation and prediction correlation of Zc

further increase after the classifier.

• Meanwhile, the clustering effect of S decreases, indicat-
ing the success of minimizing I(S;Y ) in reducing corre-
lations between non-causal features and predictions.

• Under these objectives, the correlation between the joint
representation Z and predictions significantly increases.
This validates the effectiveness of objective I(Z;Y ).

In addition, the changes from (a) to (d) and (b) to (e) show
that the increase of I(Z;Y ) is accompanied by the decrease
of I(S;Y ) and increase of I(C;Y ). That is, the improve-
ment of causal dependencies leads to better prediction cor-
relations. Our proposed optimization objectives in Eq. 3 are
satisfied and facilitate the conversion from prediction corre-
lations to causal dependencies.

Ablation experiments
Subfigures (g) and (h) in Figure 3 shows the results of our
ablation study on the proposed different information con-
trol objectives. None refers to the baseline without informa-
tion control that uses only cross-entropy loss and aims to
maximize prediction correlation of the representation. Ours
refers to our proposed ICL method with objectives in Eq.
(3). ICL w/o CI and ICL w/o SI are variants of our method
that removes the max I(C;Y ) and min I(S;Y |C) objec-
tives in Eq. (3), respectively. We conducted experiments on
MUTAG, PROTEINS and Graph-SST2 datasets. The results
on MUTAG please refre to Appendex D. In most cases,
the complete ICL achieves the highest performance, signifi-
cantly outperforming the baseline and the incomplete ICL
variants. This demonstrates the effectiveness of our pro-
posed information control objectives. By maximizing the
mutual information between causal features and predictions,
the model learns more correlation consistent with causal de-
pendencies. Similarly, by minimizing the mutual informa-
tion between non-causal features and predictions, the model



avoids using correlations inconsistent with causality. When
optimizing the complete objectives in Eq. 3, the model’s
extraction of prediction correlations will strictly conform
to causal dependencies. This results in consistently higher
overall performance across datasets and model architectures.

Conclusion
This work proposes a novel framework to improve graph
neural network generalization by optimizing causal de-
pendencies. Through an information-theoretic analysis, we
identify limitations in exploiting spurious correlations and
introduce objectives maximizing causal mutual information
while minimizing non-causal terms. We achieve this via
a causal disentanglement module and multi-objective op-
timization. Extensive experiments demonstrate significant
gains in out-of-distribution robustness across diverse shifts.
Our approach provides important insights into regulating in-
formation flow in GNNs by transforming statistical associa-
tions into robust causal dependencies.
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