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一、 实验目的 

1、 就不同的初始划分，观察集群结果对初始划分的敏感性； 

2、 比较各群样本都很密集并且彼此明显分开的情况与各群样本数目相差很大时，误差

平方和集群效果； 

3、 了解误差平方和准则函数的优势与缺陷； 

4、 使对算法进行适当改进使其可以对样本数目相差很大的情况进行集群； 

二、 实验原理 

1、 聚类分析 

分类：用已知类别的样本训练集来设计分类器（监督学习） 

聚类（集群）：用事先不知样本的类别，利用样本的先验知识构造分类器（无监督学习） 

 

聚类过程的基本步骤： 

①特征选择，尽可能多地包含任务关心的信息； 

②近邻测度，定量测定两特征如何“相似”或“不相似”； 

③聚类准则，以蕴涵在数据集中类的类型为基础； 

④聚类算法，按近邻测度和聚类准则揭示数据集的聚类结构； 

⑤结果验证，常用逼近检验验证聚类结果的正确性； 

⑥结果判定，由专家用其他方法判定结果的正确性。 

 

2、 相似性准则（相似性度量） 

用于描述各模式之间的特征的相似程度 

 

距离测度：欧氏距离相似性度量 

 

模式特征坐标单位的选取会强烈影响聚类结果； 

欧式距离具有旋转不变的特性，但对于一般的线性变换不是不变的，需要进行标准化； 

标准化方法又有总和标准化、标准差标准化、极差标准化等； 

距离测度还包括马氏距离、明氏距离等，本实验使用欧氏距离，故不再赘述； 

相似性准则除距离测度外，还有相似测度、匹配测度等。 

 



样本的相似性度量是聚类分析的基础，针对具体问题，选择适当的相似性度量是保

证聚类质量的重要问题。但有相似性度量还不够，必须要有适当的聚类准则函数。 

 

3、 聚类准则函数 

一般有误差平方和准则函数、加权平均平方距离和准则函数、类间距离和准则函数

散射矩阵。本实验使用误差平方和函数集群。 

误差平方和准则是最常用的聚类准则函数： 

 

式中𝑚𝑗为类型𝑤𝑗中的样本均值：𝑚𝑗=
1

𝑛𝑗
∑ 𝑥𝑗

𝑛𝑗

𝑗=1
，j=1，2，……，c； 

𝑚𝑗是 c 个集合的中心，可以用来代表 c 个类型； 

误差平方和准则函数适用于各类样本比较密集且样本数目悬殊不大的样本分布。 

 

4、C-均值聚类算法 

聚类准则函数是误差平方和准则 

1）C-均值算法（一） 

①、给出 n 个混合样本，令 I=1，表示迭代运算次数，选取 c 个初始聚合中心𝑍𝑗(1)，j=1，

2，……，c； 

②、计算每个样本与聚合中心的距离 D(𝑥𝑘, 𝑍𝑗(I))，k=1，2，……，n； 

若 D(𝑥𝑘, 𝑍𝑗(I))=min{ D(𝑥𝑘, 𝑍𝑗(I))，k=1,2,……,n }，则𝑥𝑘∈𝑤𝑗。 

③、计算 c 个新的集合中心：𝑍𝑗(I+1)=
1

𝑛𝑗
∑ 𝑥𝑘

(𝑗)𝑛𝑗

𝑘=1 ，j=1，2，……，c。 

④、判断：若𝑍𝑗(I+1)≠𝑍𝑗(I)，j=1，2，……，c，则 I=I+1，返回②，否则算法结束。 

 

算法特点： 

①、每次迭代中都要考查每个样本的分类是否正确，若不正确，就要调整，在全部样本

调整完之后，再修改聚合中心，进入下一次迭代。如果在某一个迭代运算中，所有的样

都被正确分类，则样本不会调整，聚合中心也不会有变化，也就是收敛了。 

②、c 个初始聚合中心的选择对聚类结果有较大影响。 

 

2）C-均值算法（二） 

①、给定 n 个混合样本，令 I=1（迭代次数），选取 c 个初始中心𝑍𝑗(1)，j=1，2，……，c 

②、计算每个样本与每个聚合中心的距离 D(𝑥𝑘, 𝑍𝑗(I))，k=1，2，……，n；j=1，2，……，

c。 



③、令 I=I+1=2，计算新的聚合中心。𝑍𝑗(2)= 
1

𝑛𝑗
∑ 𝑥𝑘

(𝑗)𝑛𝑗

𝑘=1 ，j=1，2，……，c；计算误差平

方和𝐽𝑐值：𝐽𝑐(2)=∑ ∑ ||
𝑛𝑗

𝑘=1
𝑐
𝑗=1 𝑥𝑘

(𝑗)
− 𝑍𝑗(2) ||2。  

④、对每个聚合的每个样本，计算： 

 

表示𝐽𝑐减少的部分 

 

表示𝐽𝑐增加的部分 

令：𝜌𝑖𝑙=𝑚𝑖𝑛{ 𝜌𝑖𝑗 }，若𝜌𝑖𝑙 < 𝜌𝑖𝑖 ,则把样本𝑥𝑘
(𝑖)
移到聚合中心𝑤𝑙中，并修改聚合中心和𝐽𝑐

值。 

 

⑤、判断：若𝐽𝑐(I+1)< 𝐽𝑐(I)，则 I=I+1,返回④。否则，算法结束。 

 

三、实验内容 

本实验使用 C-均值算法（二）实现代码 

首先对如下样本进行聚类： 

 



运行程序结果： 

 

选择两个初始聚合中心（7，8），（9，7）； 

第一次聚合划分之后，聚合中心为（3.93，4），（8.6，7.4），误差平方和为 295.33； 

经过三次迭代，误差平方和稳定在 37.7，成功完成聚类，聚类结果： 

 
左下角 8 个点聚为一类，右上角 12 个点聚为一类。 

改变初始聚合中心，只是迭代次数发生了变化，聚类结果没有改变： 

  
改变样本分布，使其中一类样本分布不密集： 

 



 

   

当样本集中各类样本不是比较密集时，从程序结果可以看到初始划分对结果影响

很大，这说明算法对初始划分敏感性较大。不同的初始划分得到的误差平方和极小值

也有所不同，这说明，C-均值算法找到的基于误差平方和最小化的聚类结果是局部最

优。由于误差平方和准则适用于各类样本比较密集的样本分布，此处 C-均值算法给出

了错误的分类。 

 

再改变样本分布使样本数目悬殊较大： 

 

 



  
当样本数目相差很大时，从实验结果可以看到，C-均值算法对初始划分有一定敏

感性，不同的初始划分可能会造成不同的聚类。并且由于误差平方和准则的原因，算

法对样本数目相差较大的情况进行了错误的聚类。 

由此我们可以总结误差平方和函数集群的优势与缺陷，误差平方和函数集群，计

算简单比较直观，对各类样本比较密集且样本数目悬殊不大的样本分布可以进行很好

的划分。但当样本分布不够密集，比如成线性时，或者样本数目悬殊比较大时，采用

误差平方和最小准则会给出错误的聚类。 

因为算法难以对样本数目相差很大情况进行正确集群的原因主要是误差平方和函

数集群的特性决定的，所以要改进算法使对样本数目相差很大的情况进行集群，一方

面可以改用其他函数集群，如类间距离和准则、散度矩阵等；另一方面，可以在程序

中指出较小类别的样本数目；并把按照误差平方和最小集群得到的较小数目的样本，

对每个样本计算：假设该样本移到到另一类中，计算新的误差平方和，在所有这些误

差平方和中找到最小的那个对应的样本点，划分到另一类别中，直到该类样本数目等

于程序给定的样本数目为止。 

改进部分代码： 

1. //算法改进部分    

2.     double tt[21]={0};   

3.     if(W1.w>W2.w){   

4.         for(int i=1;i<=20;i++){    

5.             if(point[i].w==2){//假设类别 2中的每个样本移动到类别 1中，计算误差平

方和    

6.                 point[i].w=1;   

7.                 W1.w++;W2.w--;   

8.                 center2(W1,W2,point);   

9.                 tt[i]=fesos(W1,W2,point);   

10.                 point[i].w=2;   

11.                 W2.w++;W1.w--;   

12.             }   

13.         }   

14.     }   

15.     int i=0,j=0;   

16.     while(1){   

17.         if(tt[i]!=0){//找到误差平方和最小，所对应的样本点    

18.             tt[0]=tt[i];   

19.             j=i;   

20.             break;   



21.         }   

22.         i++;   

23.     }   

24.     for(int i=1;i<=20;i++){//将该样本点移动到类别 1    

25.         if(tt[i]!=0&&tt[i]<tt[0]){   

26.             tt[0]=tt[i];   

27.             j=i;   

28.         }   

29.     }   

30.     cout<<j<<endl;   

31.     point[j].w=1;   

32.     W1.w++;W2.w--;   

33.     center2(W1,W2,point);//计算新的聚类中心和误差平方和    

34.     esos=fesos(W1,W2,point);   

对于前面错误聚类的样本数目相差较大的样本进行了正确聚类 

 
改进之前的聚类结果： 

 



改进之后的聚类结果： 

 

改进之后对样本数目相差较大的样本，也进行了正确的聚类。 

 

实验总结： 

通过本次实验，对聚类方法有了深一步的了解，尤其是误差平方和准则和 C-均值

聚类算法。虽然只是使用 c 语言实现了对一个比较简单的二类问题进行划分，但多类

问题可以建立在二类问题的基础上进行分析，对准则函数以及算法的优缺点都有了一

个从实践角度的认识。 

样本聚类是一个很灵活的过程，不仅体现在采用什么相似性度量、什么聚类准则

函数、什么聚类算法上面；还体现在若何对样本特征进行选择与归一化处理，包括量

纲、角度等等。所以实际分类要选择合适的方法，或者几种方法同时分类，择优选取

分类结果，也可以动态的调整。 

 


