In Chapters 3 and 4 we considered models for regression and classification that comprised linear combinations of fixed basis functions. We saw that such models have useful analytical and computational properties but that their practical applicability was limited by the curse of dimensionality. In order to apply such models to large-scale problems, it is necessary to adapt the basis functions to the data.

Support vector machines (SVMs), discussed in Chapter 7, address this by first defining basis functions that are centred on the training data points and then selecting a subset of these during training. One advantage of SVMs is that, although the training involves nonlinear optimization, the objective function is convex, and so the solution of the optimization problem is relatively straightforward. The number of basis functions in the resulting models is generally much smaller than the number of training points, although it is often still relatively large and typically increases with the size of the training set. The relevance vector machine, discussed in Section 7.2, also chooses a subset from a fixed set of basis functions and typically results in much
sparser models. Unlike the SVM it also produces probabilistic outputs, although this is at the expense of a nonconvex optimization during training.

An alternative approach is to fix the number of basis functions in advance but allow them to be adaptive, in other words to use parametric forms for the basis functions in which the parameter values are adapted during training. The most successful model of this type in the context of pattern recognition is the feed-forward neural network, also known as the multilayer perceptron, discussed in this chapter. In fact, ‘multilayer perceptron’ is really a misnomer, because the model comprises multiple layers of logistic regression models (with continuous nonlinearities) rather than multiple perceptrons (with discontinuous nonlinearities). For many applications, the resulting model can be significantly more compact, and hence faster to evaluate, than a support vector machine having the same generalization performance. The price to be paid for this compactness, as with the relevance vector machine, is that the likelihood function, which forms the basis for network training, is no longer a convex function of the model parameters. In practice, however, it is often worth investing substantial computational resources during the training phase in order to obtain a compact model that is fast at processing new data.

The term ‘neural network’ has its origins in attempts to find mathematical representations of information processing in biological systems (McCulloch and Pitts, 1943; Widrow and Hoff, 1960; Rosenblatt, 1962; Rumelhart et al., 1986). Indeed, it has been used very broadly to cover a wide range of different models, many of which have been the subject of exaggerated claims regarding their biological plausibility. From the perspective of practical applications of pattern recognition, however, biological realism would impose entirely unnecessary constraints. Our focus in this chapter is therefore on neural networks as efficient models for statistical pattern recognition. In particular, we shall restrict our attention to the specific class of neural networks that have proven to be of greatest practical value, namely the multilayer perceptron.

We begin by considering the functional form of the network model, including the specific parameterization of the basis functions, and we then discuss the problem of determining the network parameters within a maximum likelihood framework, which involves the solution of a nonlinear optimization problem. This requires the evaluation of derivatives of the log likelihood function with respect to the network parameters, and we shall see how these can be obtained efficiently using the technique of error backpropagation. We shall also show how the backpropagation framework can be extended to allow other derivatives to be evaluated, such as the Jacobian and Hessian matrices. Next we discuss various approaches to regularization of neural network training and the relationships between them. We also consider some extensions to the neural network model, and in particular we describe a general framework for modelling conditional probability distributions known as mixture density networks. Finally, we discuss the use of Bayesian treatments of neural networks. Additional background on neural network models can be found in Bishop (1995a).
5.1. Feed-forward Network Functions

The linear models for regression and classification discussed in Chapters 3 and 4, respectively, are based on linear combinations of fixed nonlinear basis functions \( \phi_j(x) \) and take the form

\[
y(x, w) = f \left( \sum_{j=1}^{M} w_j \phi_j(x) \right)
\]

(5.1)

where \( f(\cdot) \) is a nonlinear activation function in the case of classification and is the identity in the case of regression. Our goal is to extend this model by making the basis functions \( \phi_j(x) \) depend on parameters and then to allow these parameters to be adjusted, along with the coefficients \( \{ w_j \} \), during training. There are, of course, many ways to construct parametric nonlinear basis functions. Neural networks use basis functions that follow the same form as (5.1), so that each basis function is itself a nonlinear function of a linear combination of the inputs, where the coefficients in the linear combination are adaptive parameters.

This leads to the basic neural network model, which can be described a series of functional transformations. First we construct \( M \) linear combinations of the input variables \( x_1, \ldots, x_D \) in the form

\[
a_j = \sum_{i=1}^{D} w_{ji}^{(1)} x_i + w_{j0}^{(1)}
\]

(5.2)

where \( j = 1, \ldots, M \), and the superscript (1) indicates that the corresponding parameters are in the first ‘layer’ of the network. We shall refer to the parameters \( w_{ji}^{(1)} \) as weights and the parameters \( w_{j0}^{(1)} \) as biases, following the nomenclature of Chapter 3. The quantities \( a_j \) are known as activations. Each of them is then transformed using a differentiable, nonlinear activation function \( h(\cdot) \) to give

\[
z_j = h(a_j).
\]

(5.3)

These quantities correspond to the outputs of the basis functions in (5.1) that, in the context of neural networks, are called hidden units. The nonlinear functions \( h(\cdot) \) are generally chosen to be sigmoidal functions such as the logistic sigmoid or the \('tanh'\) function. Following (5.1), these values are again linearly combined to give output unit activations

\[
a_k = \sum_{j=1}^{M} w_{kj}^{(2)} z_j + w_{k0}^{(2)}
\]

(5.4)

where \( k = 1, \ldots, K \), and \( K \) is the total number of outputs. This transformation corresponds to the second layer of the network, and again the \( w_{kj}^{(2)} \) are bias parameters. Finally, the output unit activations are transformed using an appropriate activation function to give a set of network outputs \( y_k \). The choice of activation function is determined by the nature of the data and the assumed distribution of target variables.
and follows the same considerations as for linear models discussed in Chapters 3 and 4. Thus for standard regression problems, the activation function is the identity so that

$$y_k = a_k$$

(5.5)

where

$$\sigma(a) = \frac{1}{1 + \exp(-a)}.$$  (5.6)

Finally, for multiclass problems, a softmax activation function of the form (4.62) is used. The choice of output unit activation function is discussed in detail in Section 5.2.

We can combine these various stages to give the overall network function that, for sigmoidal output unit activation functions, takes the form

$$y_k(x, w) = \sigma \left( \sum_{j=1}^M w_{kj}^{(2)} \sigma \left( \sum_{i=1}^D w_{ji}^{(1)} x_i + w_{j0}^{(1)} \right) + w_{k0}^{(2)} \right)$$  (5.7)

where the set of all weight and bias parameters have been grouped together into a vector $w$. Thus the neural network model is simply a nonlinear function from a set of input variables $\{x_i\}$ to a set of output variables $\{y_k\}$ controlled by a vector $w$ of adjustable parameters.

This function can be represented in the form of a network diagram as shown in Figure 5.1. The process of evaluating (5.7) can then be interpreted as a forward propagation of information through the network. It should be emphasized that these diagrams do not represent probabilistic graphical models of the kind to be considered in Chapter 8 because the internal nodes represent deterministic variables rather than stochastic ones. For this reason, we have adopted a slightly different graphical
notation for the two kinds of model. We shall see later how to give a probabilistic interpretation to a neural network.

As discussed in Section 3.1, the bias parameters in (5.2) can be absorbed into the set of weight parameters by defining an additional input variable $x_0$ whose value is clamped at $x_0 = 1$, so that (5.2) takes the form

$$a_j = \sum_{i=0}^{D} w^{(1)}_{ji} x_i. \tag{5.8}$$

We can similarly absorb the second-layer biases into the second-layer weights, so that the overall network function becomes

$$y_k(x, w) = \sigma \left( \sum_{j=0}^{M} w^{(2)}_{kj} h \left( \sum_{i=0}^{D} w^{(1)}_{ji} x_i \right) \right). \tag{5.9}$$

As can be seen from Figure 5.1, the neural network model comprises two stages of processing, each of which resembles the perceptron model of Section 4.1.7, and for this reason the neural network is also known as the multilayer perceptron, or MLP. A key difference compared to the perceptron, however, is that the neural network uses continuous sigmoidal nonlinearities in the hidden units, whereas the perceptron uses step-function nonlinearities. This means that the neural network function is differentiable with respect to the network parameters, and this property will play a central role in network training.

If the activation functions of all the hidden units in a network are taken to be linear, then for any such network we can always find an equivalent network without hidden units. This follows from the fact that the composition of successive linear transformations is itself a linear transformation. However, if the number of hidden units is smaller than either the number of input or output units, then the transformations that the network can generate are not the most general possible linear transformations from inputs to outputs because information is lost in the dimensionality reduction at the hidden units. In Section 12.4.2, we show that networks of linear units give rise to principal component analysis. In general, however, there is little interest in multilayer networks of linear units.

The network architecture shown in Figure 5.1 is the most commonly used one in practice. However, it is easily generalized, for instance by considering additional layers of processing each consisting of a weighted linear combination of the form (5.4) followed by an element-wise transformation using a nonlinear activation function. Note that there is some confusion in the literature regarding the terminology for counting the number of layers in such networks. Thus the network in Figure 5.1 may be described as a 3-layer network (which counts the number of layers of units, and treats the inputs as units) or sometimes as a single-hidden-layer network (which counts the number of layers of hidden units). We recommend a terminology in which Figure 5.1 is called a two-layer network, because it is the number of layers of adaptive weights that is important for determining the network properties.

Another generalization of the network architecture is to include skip-layer connections, each of which is associated with a corresponding adaptive parameter. For
instance, in a two-layer network these would go directly from inputs to outputs. In principle, a network with sigmoidal hidden units can always mimic skip layer connections (for bounded input values) by using a sufficiently small first-layer weight that, over its operating range, the hidden unit is effectively linear, and then compensating with a large weight value from the hidden unit to the output. In practice, however, it may be advantageous to include skip-layer connections explicitly.

Furthermore, the network can be sparse, with not all possible connections within a layer being present. We shall see an example of a sparse network architecture when we consider convolutional neural networks in Section 5.5.6.

Because there is a direct correspondence between a network diagram and its mathematical function, we can develop more general network mappings by considering more complex network diagrams. However, these must be restricted to a feed-forward architecture, in other words to one having no closed directed cycles, to ensure that the outputs are deterministic functions of the inputs. This is illustrated with a simple example in Figure 5.2. Each (hidden or output) unit in such a network computes a function given by

$$z_k = h \left( \sum_j w_{kj} z_j \right)$$  \hspace{1cm} (5.10)$$

where the sum runs over all units that send connections to unit $k$ (and a bias parameter is included in the summation). For a given set of values applied to the inputs of the network, successive application of (5.10) allows the activations of all units in the network to be evaluated including those of the output units.

The approximation properties of feed-forward networks have been widely studied (Funahashi, 1989; Cybenko, 1989; Hornik et al., 1989; Stinchcombe and White, 1989; Cotter, 1990; Ito, 1991; Hornik, 1991; Kreinovich, 1991; Ripley, 1996) and found to be very general. Neural networks are therefore said to be universal approximators. For example, a two-layer network with linear outputs can uniformly approximate any continuous function on a compact input domain to arbitrary accuracy provided the network has a sufficiently large number of hidden units. This result holds for a wide range of hidden unit activation functions, but excluding polynomials. Although such theorems are reassuring, the key problem is how to find suitable parameter values given a set of training data, and in later sections of this chapter we
Figure 5.3  Illustration of the capability of a multilayer perceptron to approximate four different functions comprising (a) $f(x) = x^2$, (b) $f(x) = \sin(x)$, (c) $f(x) = |x|$, and (d) $f(x) = H(x)$ where $H(x)$ is the Heaviside step function. In each case, $N = 50$ data points, shown as blue dots, have been sampled uniformly in $x$ over the interval $(-1, 1)$ and the corresponding values of $f(x)$ evaluated. These data points are then used to train a two-layer network having 3 hidden units with ‘tanh’ activation functions and linear output units. The resulting network functions are shown by the red curves, and the outputs of the three hidden units are shown by the three dashed curves.

will show that there exist effective solutions to this problem based on both maximum likelihood and Bayesian approaches.

The capability of a two-layer network to model a broad range of functions is illustrated in Figure 5.3. This figure also shows how individual hidden units work collaboratively to approximate the final function. The role of hidden units in a simple classification problem is illustrated in Figure 5.4 using the synthetic classification data set described in Appendix A.

5.1.1 Weight-space symmetries

One property of feed-forward networks, which will play a role when we consider Bayesian model comparison, is that multiple distinct choices for the weight vector $w$ can all give rise to the same mapping function from inputs to outputs (Chen et al., 1993). Consider a two-layer network of the form shown in Figure 5.1 with $M$ hidden units having ‘tanh’ activation functions and full connectivity in both layers. If we change the sign of all of the weights and the bias feeding into a particular hidden unit, then, for a given input pattern, the sign of the activation of the hidden unit will be reversed, because ‘tanh’ is an odd function, so that $\tanh(-a) = -\tanh(a)$. This transformation can be exactly compensated by changing the sign of all of the weights leading out of that hidden unit. Thus, by changing the signs of a particular group of weights (and a bias), the input–output mapping function represented by the network is unchanged, and so we have found two different weight vectors that give rise to the same mapping function. For $M$ hidden units, there will be $M$ such ‘sign-flip’
Figure 5.4 Example of the solution of a simple two-class classification problem involving synthetic data using a neural network having two inputs, two hidden units with ‘tanh’ activation functions, and a single output having a logistic sigmoid activation function. The dashed blue lines show the \( z = 0.5 \) contours for each of the hidden units, and the red line shows the \( y = 0.5 \) decision surface for the network. For comparison, the green line denotes the optimal decision boundary computed from the distributions used to generate the data.

symmetries, and thus any given weight vector will be one of a set \( 2^M \) equivalent weight vectors.

Similarly, imagine that we interchange the values of all of the weights (and the bias) leading both into and out of a particular hidden unit with the corresponding values of the weights (and bias) associated with a different hidden unit. Again, this clearly leaves the network input–output mapping function unchanged, but it corresponds to a different choice of weight vector. For \( M \) hidden units, any given weight vector will belong to a set of \( M! \) equivalent weight vectors associated with this interchange symmetry, corresponding to the \( M! \) different orderings of the hidden units. The network will therefore have an overall weight-space symmetry factor of \( M!2^M \).

For networks with more than two layers of weights, the total level of symmetry will be given by the product of such factors, one for each layer of hidden units.

It turns out that these factors account for all of the symmetries in weight space (except for possible accidental symmetries due to specific choices for the weight values). Furthermore, the existence of these symmetries is not a particular property of the ‘tanh’ function but applies to a wide range of activation functions (Kůrková and Kainen, 1994). In many cases, these symmetries in weight space are of little practical consequence, although in Section 5.7 we shall encounter a situation in which we need to take them into account.

### 5.2. Network Training

So far, we have viewed neural networks as a general class of parametric nonlinear functions from a vector \( \mathbf{x} \) of input variables to a vector \( \mathbf{y} \) of output variables. A simple approach to the problem of determining the network parameters is to make an analogy with the discussion of polynomial curve fitting in Section 1.1, and therefore to minimize a sum-of-squares error function. Given a training set comprising a set of input vectors \( \{ \mathbf{x}_n \} \), where \( n = 1, \ldots, N \), together with a corresponding set of
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target vectors \{t_n\}, we minimize the error function

\[ E(w) = \frac{1}{2} \sum_{n=1}^{N} \| y(x_n, w) - t_n \|^2. \] (5.11)

However, we can provide a much more general view of network training by first giving a probabilistic interpretation to the network outputs. We have already seen many advantages of using probabilistic predictions in Section 1.5.4. Here it will also provide us with a clearer motivation both for the choice of output unit nonlinearity and the choice of error function.

We start by discussing regression problems, and for the moment we consider a single target variable \( t \) that can take any real value. Following the discussions in Section 1.2.5 and 3.1, we assume that \( t \) has a Gaussian distribution with an \( x \)-dependent mean, which is given by the output of the neural network, so that

\[ p(t|x, w, \beta) = \mathcal{N}(t|y(x, w), \beta^{-1}) \] (5.12)

where \( \beta \) is the precision (inverse variance) of the Gaussian noise. Of course this is a somewhat restrictive assumption, and in Section 5.6 we shall see how to extend this approach to allow for more general conditional distributions. For the conditional distribution given by (5.12), it is sufficient to take the output unit activation function to be the identity, because such a network can approximate any continuous function from \( x \) to \( y \). Given a data set of \( N \) independent, identically distributed observations \( X = \{x_1, \ldots, x_N\} \), along with corresponding target values \( t = \{t_1, \ldots, t_N\} \), we can construct the corresponding likelihood function

\[ p(t|X, w, \beta) = \prod_{n=1}^{N} p(t_n|x_n, w, \beta). \]

Taking the negative logarithm, we obtain the error function

\[ \frac{\beta}{2} \sum_{n=1}^{N} \{y(x_n, w) - t_n\}^2 - \frac{N}{2} \ln \beta + \frac{N}{2} \ln(2\pi) \] (5.13)

which can be used to learn the parameters \( w \) and \( \beta \). In Section 5.7, we shall discuss the Bayesian treatment of neural networks, while here we consider a maximum likelihood approach. Note that in the neural networks literature, it is usual to consider the minimization of an error function rather than the maximization of the (log) likelihood, and so here we shall follow this convention. Consider first the determination of \( w \). Maximizing the likelihood function is equivalent to minimizing the sum-of-squares error function given by

\[ E(w) = \frac{1}{2} \sum_{n=1}^{N} \{y(x_n, w) - t_n\}^2 \] (5.14)
where we have discarded additive and multiplicative constants. The value of \( w \) found by minimizing \( E(w) \) will be denoted \( w_{ML} \) because it corresponds to the maximum likelihood solution. In practice, the nonlinearity of the network function \( y(x_n, w) \) causes the error \( E(w) \) to be nonconvex, and so in practice local maxima of the likelihood may be found, corresponding to local minima of the error function, as discussed in Section 5.2.1.

Having found \( w_{ML} \), the value of \( \beta \) can be found by minimizing the negative log likelihood to give

\[
\frac{1}{\beta_{ML}} = \frac{1}{N} \sum_{n=1}^{N} \{ y(x_n, w_{ML}) - t_n \}^2.
\]

(5.15)

Note that this can be evaluated once the iterative optimization required to find \( w_{ML} \) is completed. If we have multiple target variables, and we assume that they are independent conditional on \( x \) and \( w \) with shared noise precision \( \beta \), then the conditional distribution of the target values is given by

\[
p(t|x, w) = N(t|y(x, w), \beta^{-1}I).
\]

(5.16)

Exercise 5.2

Recall from Section 4.3.6 that there is a natural pairing of the error function (given by the negative log likelihood) and the output unit activation function. In the regression case, we can view the network as having an output activation function that is the identity, so that \( y_k = a_k \). The corresponding sum-of-squares error function has the property

\[
\frac{\partial E}{\partial a_k} = y_k - t_k.
\]

(5.18)

which we shall make use of when discussing error backpropagation in Section 5.3.

Now consider the case of binary classification in which we have a single target variable \( t \) such that \( t = 1 \) denotes class \( C_1 \) and \( t = 0 \) denotes class \( C_2 \). Following the discussion of canonical link functions in Section 4.3.6, we consider a network having a single output whose activation function is a logistic sigmoid

\[
y = \sigma(a) \equiv \frac{1}{1 + \exp(-a)}
\]

(5.19)

so that \( 0 \leq y(x, w) \leq 1 \). We can interpret \( y(x, w) \) as the conditional probability \( p(C_1|x) \), with \( p(C_2|x) \) given by \( 1 - y(x, w) \). The conditional distribution of targets given inputs is then a Bernoulli distribution of the form

\[
p(t|x, w) = y(x, w)^t \{1 - y(x, w)\}^{1-t}.
\]

(5.20)
If we consider a training set of independent observations, then the error function, which is given by the negative log likelihood, is then a cross-entropy error function of the form

$$E(w) = - \sum_{n=1}^{N} \{ t_n \ln y_n + (1 - t_n) \ln(1 - y_n) \}$$  \hspace{1cm} (5.21)$$

where $y_n$ denotes $y(x_n, w)$. Note that there is no analogue of the noise precision $\beta$ because the target values are assumed to be correctly labelled. However, the model is easily extended to allow for labelling errors. Simard et al. (2003) found that using the cross-entropy error function instead of the sum-of-squares for a classification problem leads to faster training as well as improved generalization.

If we have $K$ separate binary classifications to perform, then we can use a network having $K$ outputs each of which has a logistic sigmoid activation function. Associated with each output is a binary class label $t_k \in \{0, 1\}$, where $k = 1, \ldots, K$. If we assume that the class labels are independent, given the input vector, then the conditional distribution of the targets is

$$p(t|x, w) = \prod_{k=1}^{K} y_k(x, w)^{t_k} [1 - y_k(x, w)]^{1-t_k}.$$  \hspace{1cm} (5.22)$$

Taking the negative logarithm of the corresponding likelihood function then gives the following error function

$$E(w) = - \sum_{n=1}^{N} \sum_{k=1}^{K} \{ t_{nk} \ln y_{nk} + (1 - t_{nk}) \ln(1 - y_{nk}) \}$$  \hspace{1cm} (5.23)$$

where $y_{nk}$ denotes $y_k(x_n, w)$. Again, the derivative of the error function with respect to the activation for a particular output unit takes the form (5.18) just as in the regression case.

It is interesting to contrast the neural network solution to this problem with the corresponding approach based on a linear classification model of the kind discussed in Chapter 4. Suppose that we are using a standard two-layer network of the kind shown in Figure 5.1. We see that the weight parameters in the first layer of the network are shared between the various outputs, whereas in the linear model each classification problem is solved independently. The first layer of the network can be viewed as performing a nonlinear feature extraction, and the sharing of features between the different outputs can save on computation and can also lead to improved generalization.

Finally, we consider the standard multiclass classification problem in which each input is assigned to one of $K$ mutually exclusive classes. The binary target variables $t_k \in \{0, 1\}$ have a 1-of-$K$ coding scheme indicating the class, and the network outputs are interpreted as $y_k(x, w) = p(t_k = 1|x)$, leading to the following error function

$$E(w) = - \sum_{n=1}^{N} \sum_{k=1}^{K} t_{kn} \ln y_k(x_n, w).$$  \hspace{1cm} (5.24)$$
Following the discussion of Section 4.3.4, we see that the output unit activation function, which corresponds to the canonical link, is given by the softmax function
\[ y_k(x, w) = \frac{\exp(a_k(x, w))}{\sum_j \exp(a_j(x, w))} \] (5.25)
which satisfies \( 0 \leq y_k \leq 1 \) and \( \sum_k y_k = 1 \). Note that the \( y_k(x, w) \) are unchanged if a constant is added to all of the \( a_k(x, w) \), causing the error function to be constant for some directions in weight space. This degeneracy is removed if an appropriate regularization term (Section 5.5) is added to the error function.

Once again, the derivative of the error function with respect to the activation for a particular output unit takes the familiar form (5.18).

Exercise 5.7

In summary, there is a natural choice of both output unit activation function and matching error function, according to the type of problem being solved. For regression we use linear outputs and a sum-of-squares error, for (multiple independent) binary classifications we use logistic sigmoid outputs and a cross-entropy error function, and for multiclass classification we use softmax outputs with the corresponding multiclass cross-entropy error function. For classification problems involving two classes, we can use a single logistic sigmoid output, or alternatively we can use a network with two outputs having a softmax output activation function.

5.2.1 Parameter optimization

We turn next to the task of finding a weight vector \( w \) which minimizes the chosen function \( E(w) \). At this point, it is useful to have a geometrical picture of the error function, which we can view as a surface sitting over weight space as shown in Figure 5.5. First note that if we make a small step in weight space from \( w \) to \( w + \delta w \) then the change in the error function is \( \delta E \approx \delta w^T \nabla E(w) \), where the vector \( \nabla E(w) \) points in the direction of greatest rate of increase of the error function. Because the error \( E(w) \) is a smooth continuous function of \( w \), its smallest value will occur at a
point in weight space such that the gradient of the error function vanishes, so that

$$\nabla E(w) = 0 \quad (5.26)$$

as otherwise we could make a small step in the direction of $-\nabla E(w)$ and thereby further reduce the error. Points at which the gradient vanishes are called stationary points, and may be further classified into minima, maxima, and saddle points.

Our goal is to find a vector $w$ such that $E(w)$ takes its smallest value. However, the error function typically has a highly nonlinear dependence on the weights and bias parameters, and so there will be many points in weight space at which the gradient vanishes (or is numerically very small). Indeed, from the discussion in Section 5.1.1 we see that for any point $w$ that is a local minimum, there will be other points in weight space that are equivalent minima. For instance, in a two-layer network of the kind shown in Figure 5.1, with $M$ hidden units, each point in weight space is a member of a family of $M!2^M$ equivalent points.

Section 5.1.1

Furthermore, there will typically be multiple inequivalent stationary points and in particular multiple inequivalent minima. A minimum that corresponds to the smallest value of the error function for any weight vector is said to be a global minimum. Any other minima corresponding to higher values of the error function are said to be local minima. For a successful application of neural networks, it may not be necessary to find the global minimum (and in general it will not be known whether the global minimum has been found) but it may be necessary to compare several local minima in order to find a sufficiently good solution.

Because there is clearly no hope of finding an analytical solution to the equation $\nabla E(w) = 0$ we resort to iterative numerical procedures. The optimization of continuous nonlinear functions is a widely studied problem and there exists an extensive literature on how to solve it efficiently. Most techniques involve choosing some initial value $w^{(0)}$ for the weight vector and then moving through weight space in a succession of steps of the form

$$w^{(\tau+1)} = w^{(\tau)} + \Delta w^{(\tau)} \quad (5.27)$$

where $\tau$ labels the iteration step. Different algorithms involve different choices for the weight vector update $\Delta w^{(\tau)}$. Many algorithms make use of gradient information and therefore require that, after each update, the value of $\nabla E(w)$ is evaluated at the new weight vector $w^{(\tau+1)}$. In order to understand the importance of gradient information, it is useful to consider a local approximation to the error function based on a Taylor expansion.

5.2.2 Local quadratic approximation

Insight into the optimization problem, and into the various techniques for solving it, can be obtained by considering a local quadratic approximation to the error function.

Consider the Taylor expansion of $E(w)$ around some point $\hat{w}$ in weight space

$$E(w) \approx E(\hat{w}) + (w - \hat{w})^T b + \frac{1}{2} (w - \hat{w})^T H (w - \hat{w}) \quad (5.28)$$

where $b$ and $H$ are the bias and Hessian matrix, respectively.
where cubic and higher terms have been omitted. Here $b$ is defined to be the gradient of $E$ evaluated at $\hat{w}$

$$b \equiv \nabla E|_{w=\hat{w}} \quad (5.29)$$

and the Hessian matrix $H = \nabla \nabla E$ has elements

$$(H)_{ij} \equiv \left. \frac{\partial E}{\partial w_i \partial w_j} \right|_{w=\hat{w}}. \quad (5.30)$$

From (5.28), the corresponding local approximation to the gradient is given by

$$\nabla E \simeq b + H(w - \hat{w}). \quad (5.31)$$

For points $w$ that are sufficiently close to $\hat{w}$, these expressions will give reasonable approximations for the error and its gradient.

Consider the particular case of a local quadratic approximation around a point $w^*$ that is a minimum of the error function. In this case there is no linear term, because $\nabla E = 0$ at $w^*$, and (5.28) becomes

$$E(w) = E(w^*) + \frac{1}{2}(w - w^*)^T H(w - w^*) \quad (5.32)$$

where the Hessian $H$ is evaluated at $w^*$. In order to interpret this geometrically, consider the eigenvalue equation for the Hessian matrix

$$H u_i = \lambda_i u_i \quad (5.33)$$

where the eigenvectors $u_i$ form a complete orthonormal set (Appendix C) so that

$$u_i^T u_j = \delta_{ij}. \quad (5.34)$$

We now expand $(w - w^*)$ as a linear combination of the eigenvectors in the form

$$w - w^* = \sum_i \alpha_i u_i. \quad (5.35)$$

This can be regarded as a transformation of the coordinate system in which the origin is translated to the point $w^*$, and the axes are rotated to align with the eigenvectors (through the orthogonal matrix whose columns are the $u_i$), and is discussed in more detail in Appendix C. Substituting (5.35) into (5.32), and using (5.33) and (5.34), allows the error function to be written in the form

$$E(w) = E(w^*) + \frac{1}{2} \sum_i \lambda_i \alpha_i^2. \quad (5.36)$$

A matrix $H$ is said to be positive definite if, and only if,

$$v^T H v > 0 \quad \text{for all } v. \quad (5.37)$$
5.2. Network Training

In the neighbourhood of a minimum \( w^\star \), the error function can be approximated by a quadratic. Contours of constant error are then ellipses whose axes are aligned with the eigenvectors \( u_i \) of the Hessian matrix, with lengths that are inversely proportional to the square roots of the corresponding eigenvectors \( \lambda_i \).

Because the eigenvectors \( \{ u_i \} \) form a complete set, an arbitrary vector \( v \) can be written in the form

\[
v = \sum_i c_i u_i.
\]  

From (5.33) and (5.34), we then have

\[
v^T \mathbf{H} v = \sum_i c_i^2 \lambda_i
\]  

and so \( \mathbf{H} \) will be positive definite if, and only if, all of its eigenvalues are positive.

In the new coordinate system, whose basis vectors are given by the eigenvectors \( \{ u_i \} \), the contours of constant \( E \) are ellipses centred on the origin, as illustrated in Figure 5.6. For a one-dimensional weight space, a stationary point \( w^\star \) will be a minimum if

\[
\frac{\partial^2 E}{\partial w^2} \bigg|_{w^\star} > 0.
\]  

The corresponding result in \( D \)-dimensions is that the Hessian matrix, evaluated at \( w^\star \), should be positive definite.

5.2.3 Use of gradient information

As we shall see in Section 5.3, it is possible to evaluate the gradient of an error function efficiently by means of the backpropagation procedure. The use of this gradient information can lead to significant improvements in the speed with which the minima of the error function can be located. We can see why this is so, as follows.

In the quadratic approximation to the error function, given in (5.28), the error surface is specified by the quantities \( \mathbf{b} \) and \( \mathbf{H} \), which contain a total of \( W(W + 3)/2 \) independent elements (because the matrix \( \mathbf{H} \) is symmetric), where \( W \) is the dimensionality of \( w \) (i.e., the total number of adaptive parameters in the network). The location of the minimum of this quadratic approximation therefore depends on \( O(W^2) \) parameters, and we should not expect to be able to locate the minimum until we have gathered \( O(W^2) \) independent pieces of information. If we do not make use of gradient information, we would expect to have to perform \( O(W^2) \) function
evaluations, each of which would require $O(W)$ steps. Thus, the computational effort needed to find the minimum using such an approach would be $O(W^3)$.

Now compare this with an algorithm that makes use of the gradient information. Because each evaluation of $\nabla E$ brings $W$ items of information, we might hope to find the minimum of the function in $O(W)$ gradient evaluations. As we shall see, by using error backpropagation, each such evaluation takes only $O(W)$ steps and so the minimum can now be found in $O(W^2)$ steps. For this reason, the use of gradient information forms the basis of practical algorithms for training neural networks.

### 5.2.4 Gradient descent optimization

The simplest approach to using gradient information is to choose the weight update in (5.27) to comprise a small step in the direction of the negative gradient, so that
\[ w^{(\tau+1)} = w^{(\tau)} - \eta \nabla E(w^{(\tau)}) \tag{5.41} \]

where the parameter $\eta > 0$ is known as the learning rate. After each such update, the gradient is re-evaluated for the new weight vector and the process repeated. Note that the error function is defined with respect to a training set, and so each step requires that the entire training set be processed in order to evaluate $\nabla E$. Techniques that use the whole data set at once are called batch methods. At each step the weight vector is moved in the direction of the greatest rate of decrease of the error function, and so this approach is known as gradient descent or steepest descent. Although such an approach might intuitively seem reasonable, in fact it turns out to be a poor algorithm, for reasons discussed in Bishop and Nabney (2008).

For batch optimization, there are more efficient methods, such as conjugate gradients and quasi-Newton methods, which are much more robust and much faster than simple gradient descent (Gill et al., 1981; Fletcher, 1987; Nocedal and Wright, 1999). Unlike gradient descent, these algorithms have the property that the error function always decreases at each iteration unless the weight vector has arrived at a local or global minimum.

In order to find a sufficiently good minimum, it may be necessary to run a gradient-based algorithm multiple times, each time using a different randomly chosen starting point, and comparing the resulting performance on an independent validation set.

There is, however, an on-line version of gradient descent that has proved useful in practice for training neural networks on large data sets (Le Cun et al., 1989). Error functions based on maximum likelihood for a set of independent observations comprise a sum of terms, one for each data point
\[ E(w) = \sum_{n=1}^{N} E_n(w). \tag{5.42} \]

On-line gradient descent, also known as sequential gradient descent or stochastic gradient descent, makes an update to the weight vector based on one data point at a time, so that
\[ w^{(\tau+1)} = w^{(\tau)} - \eta \nabla E_n(w^{(\tau)}). \tag{5.43} \]
This update is repeated by cycling through the data either in sequence or by selecting points at random with replacement. There are of course intermediate scenarios in which the updates are based on batches of data points.

One advantage of on-line methods compared to batch methods is that the former handle redundancy in the data much more efficiently. To see, this consider an extreme example in which we take a data set and double its size by duplicating every data point. Note that this simply multiplies the error function by a factor of 2 and so is equivalent to using the original error function. Batch methods will require double the computational effort to evaluate the batch error function gradient, whereas on-line methods will be unaffected. Another property of on-line gradient descent is the possibility of escaping from local minima, since a stationary point with respect to the error function for the whole data set will generally not be a stationary point for each data point individually.

Nonlinear optimization algorithms, and their practical application to neural network training, are discussed in detail in Bishop and Nabney (2008).

5.3. Error Backpropagation

Our goal in this section is to find an efficient technique for evaluating the gradient of an error function $E(w)$ for a feed-forward neural network. We shall see that this can be achieved using a local message passing scheme in which information is sent alternately forwards and backwards through the network and is known as error backpropagation, or sometimes simply as backprop.

It should be noted that the term backpropagation is used in the neural computing literature to mean a variety of different things. For instance, the multilayer perceptron architecture is sometimes called a backpropagation network. The term backpropagation is also used to describe the training of a multilayer perceptron using gradient descent applied to a sum-of-squares error function. In order to clarify the terminology, it is useful to consider the nature of the training process more carefully. Most training algorithms involve an iterative procedure for minimization of an error function, with adjustments to the weights being made in a sequence of steps. At each such step, we can distinguish between two distinct stages. In the first stage, the derivatives of the error function with respect to the weights must be evaluated. As we shall see, the important contribution of the backpropagation technique is in providing a computationally efficient method for evaluating such derivatives. Because it is at this stage that errors are propagated backwards through the network, we shall use the term backpropagation specifically to describe the evaluation of derivatives. In the second stage, the derivatives are then used to compute the adjustments to be made to the weights. The simplest such technique, and the one originally considered by Rumelhart et al. (1986), involves gradient descent. It is important to recognize that the two stages are distinct. Thus, the first stage, namely the propagation of errors backwards through the network in order to evaluate derivatives, can be applied to many other kinds of network and not just the multilayer perceptron. It can also be applied to error functions other that just the simple sum-of-squares, and to the eval-
uation of other derivatives such as the Jacobian and Hessian matrices, as we shall see later in this chapter. Similarly, the second stage of weight adjustment using the calculated derivatives can be tackled using a variety of optimization schemes, many of which are substantially more powerful than simple gradient descent.

5.3.1 Evaluation of error-function derivatives

We now derive the backpropagation algorithm for a general network having arbitrary feed-forward topology, arbitrary differentiable nonlinear activation functions, and a broad class of error function. The resulting formulae will then be illustrated using a simple layered network structure having a single layer of sigmoidal hidden units together with a sum-of-squares error.

Many error functions of practical interest, for instance those defined by maximum likelihood for a set of i.i.d. data, comprise a sum of terms, one for each data point in the training set, so that

$$E(w) = \sum_{n=1}^{N} E_n(w).$$  \tag{5.44}

Here we shall consider the problem of evaluating $\nabla E_n(w)$ for one such term in the error function. This may be used directly for sequential optimization, or the results can be accumulated over the training set in the case of batch methods.

Consider first a simple linear model in which the outputs $y_k$ are linear combinations of the input variables $x_i$ so that

$$y_k = \sum_i w_{ki} x_i$$  \tag{5.45}

together with an error function that, for a particular input pattern $n$, takes the form

$$E_n = \frac{1}{2} \sum_k (y_{nk} - t_{nk})^2$$  \tag{5.46}

where $y_{nk} = y_k(x_n, w)$. The gradient of this error function with respect to a weight $w_{ji}$ is given by

$$\frac{\partial E_n}{\partial w_{ji}} = (y_{nj} - t_{nj})x_{ni}$$  \tag{5.47}

which can be interpreted as a ‘local’ computation involving the product of an ‘error signal’ $y_{nj} - t_{nj}$ associated with the output end of the link $w_{ji}$ and the variable $x_{ni}$ associated with the input end of the link. In Section 4.3.2, we saw how a similar formula arises with the logistic sigmoid activation function together with the cross entropy error function, and similarly for the softmax activation function together with its matching cross-entropy error function. We shall now see how this simple result extends to the more complex setting of multilayer feed-forward networks.

In a general feed-forward network, each unit computes a weighted sum of its inputs of the form

$$a_j = \sum_i w_{ji} z_i$$  \tag{5.48}
where \( z_i \) is the activation of a unit, or input, that sends a connection to unit \( j \), and \( w_{ji} \) is the weight associated with that connection. In Section 5.1, we saw that biases can be included in this sum by introducing an extra unit, or input, with activation fixed at +1. We therefore do not need to deal with biases explicitly. The sum in (5.48) is transformed by a nonlinear activation function \( h(\cdot) \) to give the activation \( z_j \) of unit \( j \) in the form

\[
z_j = h(a_j).
\] (5.49)

Note that one or more of the variables \( z_i \) in the sum in (5.48) could be an input, and similarly, the unit \( j \) in (5.49) could be an output.

For each pattern in the training set, we shall suppose that we have supplied the corresponding input vector to the network and calculated the activations of all of the hidden and output units in the network by successive application of (5.48) and (5.49). This process is often called forward propagation because it can be regarded as a forward flow of information through the network.

Now consider the evaluation of the derivative of \( E_n \) with respect to a weight \( w_{ji} \). The outputs of the various units will depend on the particular input pattern \( n \). However, in order to keep the notation uncluttered, we shall omit the subscript \( n \) from the network variables. First we note that \( E_n \) depends on the weight \( w_{ji} \) only via the summed input \( a_j \) to unit \( j \). We can therefore apply the chain rule for partial derivatives to give

\[
\frac{\partial E_n}{\partial w_{ji}} = \frac{\partial E_n}{\partial a_j} \frac{\partial a_j}{\partial w_{ji}}.
\] (5.50)

We now introduce a useful notation

\[
\delta_j \equiv \frac{\partial E_n}{\partial a_j}
\] (5.51)

where the \( \delta \)'s are often referred to as errors for reasons we shall see shortly. Using (5.48), we can write

\[
\frac{\partial a_j}{\partial w_{ji}} = z_i.
\] (5.52)

Substituting (5.51) and (5.52) into (5.50), we then obtain

\[
\frac{\partial E_n}{\partial w_{ji}} = \delta_j z_i.
\] (5.53)

Equation (5.53) tells us that the required derivative is obtained simply by multiplying the value of \( \delta \) for the unit at the output end of the weight by the value of \( z \) for the unit at the input end of the weight (where \( z = 1 \) in the case of a bias). Note that this takes the same form as for the simple linear model considered at the start of this section. Thus, in order to evaluate the derivatives, we need only to calculate the value of \( \delta_j \) for each hidden and output unit in the network, and then apply (5.53).

As we have seen already, for the output units, we have

\[
\delta_k = y_k - t_k
\] (5.54)
provided we are using the canonical link as the output-unit activation function. To evaluate the $\delta$’s for hidden units, we again make use of the chain rule for partial derivatives,

$$
\delta_j \equiv \frac{\partial E_n}{\partial a_j} = \sum_k \frac{\partial E_n}{\partial a_k} \frac{\partial a_k}{\partial a_j}
$$

(5.55)

where the sum runs over all units $k$ to which unit $j$ sends connections. The arrangement of units and weights is illustrated in Figure 5.7. Note that the units labelled $k$ could include other hidden units and/or output units. In writing down (5.55), we are making use of the fact that variations in $a_j$ give rise to variations in the error function only through variations in the variables $a_k$. If we now substitute the definition of $\delta$ given by (5.51) into (5.55), and make use of (5.48) and (5.49), we obtain the following backpropagation formula

$$
\delta_j = h'(a_j) \sum_k w_{kj} \delta_k
$$

(5.56)

which tells us that the value of $\delta$ for a particular hidden unit can be obtained by propagating the $\delta$’s backwards from units higher up in the network, as illustrated in Figure 5.7. Note that the summation in (5.56) is taken over the first index on $w_{kj}$ (corresponding to backward propagation of information through the network), whereas in the forward propagation equation (5.10) it is taken over the second index. Because we already know the values of the $\delta$’s for the output units, it follows that by recursively applying (5.56) we can evaluate the $\delta$’s for all of the hidden units in a feed-forward network, regardless of its topology.

The backpropagation procedure can therefore be summarized as follows.

**Error Backpropagation**

1. Apply an input vector $x_n$ to the network and forward propagate through the network using (5.48) and (5.49) to find the activations of all the hidden and output units.
2. Evaluate the $\delta_k$ for all the output units using (5.54).
3. Backpropagate the $\delta$’s using (5.56) to obtain $\delta_j$ for each hidden unit in the network.
4. Use (5.53) to evaluate the required derivatives.
For batch methods, the derivative of the total error $E$ can then be obtained by repeating the above steps for each pattern in the training set and then summing over all patterns:

$$
\frac{\partial E}{\partial w_{ji}} = \sum_n \frac{\partial E_n}{\partial w_{ji}}. \quad (5.57)
$$

In the above derivation we have implicitly assumed that each hidden or output unit in the network has the same activation function $h(\cdot)$. The derivation is easily generalized, however, to allow different units to have individual activation functions, simply by keeping track of which form of $h(\cdot)$ goes with which unit.

### 5.3.2 A simple example

The above derivation of the backpropagation procedure allowed for general forms for the error function, the activation functions, and the network topology. In order to illustrate the application of this algorithm, we shall consider a particular example. This is chosen both for its simplicity and for its practical importance, because many applications of neural networks reported in the literature make use of this type of network. Specifically, we shall consider a two-layer network of the form illustrated in Figure 5.1, together with a sum-of-squares error, in which the output units have linear activation functions, so that $y_k = a_k$, while the hidden units have logistic sigmoid activation functions given by

$$
h(a) \equiv \tanh(a) \quad (5.58)
$$

where

$$
\tanh(a) = \frac{e^a - e^{-a}}{e^a + e^{-a}}. \quad (5.59)
$$

A useful feature of this function is that its derivative can be expressed in a particularly simple form:

$$
h'(a) = 1 - h(a)^2. \quad (5.60)
$$

We also consider a standard sum-of-squares error function, so that for pattern $n$ the error is given by

$$
E_n = \frac{1}{2} \sum_{k=1}^{K} (y_k - t_k)^2 \quad (5.61)
$$

where $y_k$ is the activation of output unit $k$, and $t_k$ is the corresponding target, for a particular input pattern $x_n$.

For each pattern in the training set in turn, we first perform a forward propagation using

$$
a_j = \sum_{i=0}^{D} w_{ji}^{(1)} x_i \quad (5.62)
$$

$$
z_j = \tanh(a_j) \quad (5.63)
$$

$$
y_k = \sum_{j=0}^{M} w_{kj}^{(2)} z_j \quad (5.64)
$$
Next we compute the $\delta$’s for each output unit using
\[ \delta_k = y_k - t_k. \] (5.65)

Then we backpropagate these to obtain $\delta$’s for the hidden units using
\[ \delta_j = (1 - z_j^2) \sum_{k=1}^{K} w_{kj} \delta_k. \] (5.66)

Finally, the derivatives with respect to the first-layer and second-layer weights are given by
\[ \frac{\partial E_n}{\partial w_{ji}^{(1)}} = \delta_j x_i, \quad \frac{\partial E_n}{\partial w_{kj}^{(2)}} = \delta_k z_j. \] (5.67)

### 5.3.3 Efficiency of backpropagation

One of the most important aspects of backpropagation is its computational efficiency. To understand this, let us examine how the number of computer operations required to evaluate the derivatives of the error function scales with the total number $W$ of weights and biases in the network. A single evaluation of the error function (for a given input pattern) would require $O(W)$ operations, for sufficiently large $W$. This follows from the fact that, except for a network with very sparse connections, the number of weights is typically much greater than the number of units, and so the bulk of the computational effort in forward propagation is concerned with evaluating the sums in (5.48), with the evaluation of the activation functions representing a small overhead. Each term in the sum in (5.48) requires one multiplication and one addition, leading to an overall computational cost that is $O(W)$.

An alternative approach to backpropagation for computing the derivatives of the error function is to use finite differences. This can be done by perturbing each weight in turn, and approximating the derivatives by the expression
\[ \frac{\partial E_n}{\partial w_{ji}} = \frac{E_n(w_{ji} + \epsilon) - E_n(w_{ji})}{\epsilon} + O(\epsilon) \] (5.68)

where $\epsilon \ll 1$. In a software simulation, the accuracy of the approximation to the derivatives can be improved by making $\epsilon$ smaller, until numerical roundoff problems arise. The accuracy of the finite differences method can be improved significantly by using symmetrical central differences of the form
\[ \frac{\partial E_n}{\partial w_{ji}} = \frac{E_n(w_{ji} + \epsilon) - E_n(w_{ji} - \epsilon)}{2\epsilon} + O(\epsilon^2). \] (5.69)

**Exercise 5.14**

In this case, the $O(\epsilon)$ corrections cancel, as can be verified by Taylor expansion on the right-hand side of (5.69), and so the residual corrections are $O(\epsilon^2)$. The number of computational steps is, however, roughly doubled compared with (5.68).

The main problem with numerical differentiation is that the highly desirable $O(W)$ scaling has been lost. Each forward propagation requires $O(W)$ steps, and
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Figure 5.8  Illustration of a modular pattern recognition system in which the Jacobian matrix can be used to backpropagate error signals from the outputs through to earlier modules in the system.

there are $W$ weights in the network each of which must be perturbed individually, so that the overall scaling is $O(W^2)$.

However, numerical differentiation plays an important role in practice, because a comparison of the derivatives calculated by backpropagation with those obtained using central differences provides a powerful check on the correctness of any software implementation of the backpropagation algorithm. When training networks in practice, derivatives should be evaluated using backpropagation, because this gives the greatest accuracy and numerical efficiency. However, the results should be compared with numerical differentiation using (5.69) for some test cases in order to check the correctness of the implementation.

5.3.4 The Jacobian matrix

We have seen how the derivatives of an error function with respect to the weights can be obtained by the propagation of errors backwards through the network. The technique of backpropagation can also be applied to the calculation of other derivatives. Here we consider the evaluation of the Jacobian matrix, whose elements are given by the derivatives of the network outputs with respect to the inputs

$$J_{ki} \equiv \frac{\partial y_k}{\partial x_i}$$

where each such derivative is evaluated with all other inputs held fixed. Jacobian matrices play a useful role in systems built from a number of distinct modules, as illustrated in Figure 5.8. Each module can comprise a fixed or adaptive function, which can be linear or nonlinear, so long as it is differentiable. Suppose we wish to minimize an error function $E$ with respect to the parameter $w$ in Figure 5.8. The derivative of the error function is given by

$$\frac{\partial E}{\partial w} = \sum_{k,j} \frac{\partial E}{\partial y_k} \frac{\partial y_k}{\partial z_j} \frac{\partial z_j}{\partial w}$$

in which the Jacobian matrix for the red module in Figure 5.8 appears in the middle term.

Because the Jacobian matrix provides a measure of the local sensitivity of the outputs to changes in each of the input variables, it also allows any known errors $\Delta x_i$
associated with the inputs to be propagated through the trained network in order to estimate their contribution \( \Delta y_k \) to the errors at the outputs, through the relation

\[
\Delta y_k \approx \sum_i \frac{\partial y_k}{\partial x_i} \Delta x_i
\]  

(5.72)

which is valid provided the \( |\Delta x_i| \) are small. In general, the network mapping represented by a trained neural network will be nonlinear, and so the elements of the Jacobian matrix will not be constants but will depend on the particular input vector used. Thus (5.72) is valid only for small perturbations of the inputs, and the Jacobian itself must be re-evaluated for each new input vector.

The Jacobian matrix can be evaluated using a backpropagation procedure that is similar to the one derived earlier for evaluating the derivatives of an error function with respect to the weights. We start by writing the element \( J_{ki} \) in the form

\[
J_{ki} = \frac{\partial y_k}{\partial x_i} = \sum_j \frac{\partial y_k}{\partial a_j} \frac{\partial a_j}{\partial x_i} = \sum_j w_{ji} \frac{\partial y_k}{\partial a_j}
\]  

(5.73)

where we have made use of (5.48). The sum in (5.73) runs over all units \( j \) to which the input unit \( i \) sends connections (for example, over all units in the first hidden layer in the layered topology considered earlier). We now write down a recursive backpropagation formula to determine the derivatives \( \frac{\partial y_k}{\partial a_j} \)

\[
\frac{\partial y_k}{\partial a_j} = \sum_l \frac{\partial y_k}{\partial a_l} \frac{\partial a_l}{\partial a_j} = h'(a_j) \sum_l w_{lj} \frac{\partial y_k}{\partial a_l}
\]  

(5.74)

where the sum runs over all units \( l \) to which unit \( j \) sends connections (corresponding to the first index of \( w_{lj} \)). Again, we have made use of (5.48) and (5.49). This backpropagation starts at the output units for which the required derivatives can be found directly from the functional form of the output-unit activation function. For instance, if we have individual sigmoidal activation functions at each output unit, then

\[
\frac{\partial y_k}{\partial a_j} = \delta_{kj} \sigma'(a_j)
\]  

(5.75)

whereas for softmax outputs we have

\[
\frac{\partial y_k}{\partial a_j} = \delta_{kj} y_k - y_k y_j.
\]  

(5.76)

We can summarize the procedure for evaluating the Jacobian matrix as follows. Apply the input vector corresponding to the point in input space at which the Jacobian matrix is to be found, and forward propagate in the usual way to obtain the
activations of all of the hidden and output units in the network. Next, for each row
\( k \) of the Jacobian matrix, corresponding to the output unit \( k \), backpropagate using
the recursive relation (5.74), starting with (5.75) or (5.76), for all of the hidden units
in the network. Finally, use (5.73) to do the backpropagation to the inputs. The
Jacobian can also be evaluated using an alternative forward propagation formalism,
which can be derived in an analogous way to the backpropagation approach given
here.

Exercise 5.15

Again, the implementation of such algorithms can be checked by using numerical
differentiation in the form
\[
\frac{\partial y_k}{\partial x_i} = \frac{y_k(x_i + \epsilon) - y_k(x_i - \epsilon)}{2\epsilon} + O(\epsilon^2) \tag{5.77}
\]
which involves \( 2D \) forward propagations for a network having \( D \) inputs.

5.4. The Hessian Matrix

We have shown how the technique of backpropagation can be used to obtain the first
derivatives of an error function with respect to the weights in the network. Back-
propagation can also be used to evaluate the second derivatives of the error, given
by
\[
\frac{\partial^2 E}{\partial w_{ji} \partial w_{lk}} \tag{5.78}
\]
Note that it is sometimes convenient to consider all of the weight and bias parameters
as elements \( w_i \) of a single vector, denoted \( w \), in which case the second derivatives
form the elements \( H_{ij} \) of the Hessian matrix \( H \), where \( i, j \in \{1, \ldots, W\} \) and \( W \) is
the total number of weights and biases. The Hessian plays an important role in many
aspects of neural computing, including the following:

1. Several nonlinear optimization algorithms used for training neural networks
   are based on considerations of the second-order properties of the error surface,
   which are controlled by the Hessian matrix (Bishop and Nabney, 2008).

2. The Hessian forms the basis of a fast procedure for re-training a feed-forward
   network following a small change in the training data (Bishop, 1991).

3. The inverse of the Hessian has been used to identify the least significant weights
   in a network as part of network ‘pruning’ algorithms (Le Cun et al., 1990).

4. The Hessian plays a central role in the Laplace approximation for a Bayesian
   neural network (see Section 5.7). Its inverse is used to determine the predic-
   tive distribution for a trained network, its eigenvalues determine the values of
   hyperparameters, and its determinant is used to evaluate the model evidence.

Various approximation schemes have been used to evaluate the Hessian matrix
for a neural network. However, the Hessian can also be calculated exactly using an
extension of the backpropagation technique.