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Abstract
send Packet-In messages of newly arrived flows to the controllers.
With more and more flows arriving at a network, the controller
load significantly increases, which may lead to control channel
congestion and long controller response time. Meanwhile, to the
best of our knowledge, part of these flows are elephant flows
that can affect system performance (including control plane and
data plane). To address this challenge, in this paper, we propose
a novel Time-Optimized Ring with Minimizing Elephant flow
(TOR-ME) scheme and present several algorithms for it. Our
evaluation shows that TOR-ME can reduce controller response
time by 54.8%, and improve the network throughput by 58.1%,
when comparing with the existing solutions.

A typical Software-defined networking (SDN) is a new

paradigm that separates the control and data planes on inde-

pendent devices [1]. The controller monitors the network and

provides centralized control by installing forwarding rules in

the data plane. As specified in the OpenFlow standard [2],

when a new flow arrives at a switch, the switch encapsulates

the header packet into a Packet-In message and delivers it to

a controller. Then, this controller determines the route of this

flow, and installs flow entries on the switches along this path.

In recent years, the number of flows increases drastically

in both cloud networks and Internet. On one hand, with the

development of information technology, many novel network-

based applications (e.g., search [3] and content distribution

[4]) are constantly emerging. On the other hand, some hot

events will attract attention of many people through networks.

For example, many audiences will watch the live broadcast

of some attractive sport final through the Internet. With more

new flows arriving at switches, these switches will send more

Packet-In messages to the controllers in an SDN, which may

lead to long and highly varied controller response time and

poor user experience [5]. The controllers should respond to

events such as shifts in traffic intensity, and new connection

from hosts, by pushing forwarding rules to flow tables on the

switches so as to achieve various performance requirements,

such as load balancing. Thus, reducing controller response

time help to significantly improve network performance and

resource utilization.

There are there different ways to reduce the controller

response time (or the controller load). The first or general

way is to use multiple controllers with the static controller

assignment mechanism (e.g., Onix [6] and NVP [7]). Specif-

ically, the control plane is implemented as a cluster of dis-

tributed controllers, and each switch is only connected with

one controller. The switches deliver the Packet-In messages

to different controllers, which helps to reduce the controller

load compared with the single-controller framework. However,

since the traffic in the network dynamically fluctuates in space

and time, some controllers may still be heavy-loaded, or even

congested [5].

The second method is the dynamic controller assignment

mechanism [5] [8], which permits each switch to dynamically

associate from a “heavy-loaded" controller to a “light-loaded"

one, so that the maximum controller load can be reduced. For

example, the authors of [5] [8] presented a near-optimal Nash

stable solution for dynamic controller assignment. However,

the dynamic controller assignment scheme brings some disad-

vantages on reassignment communication delay and control

plane overhead. Specifically, when a switch is re-assigned

from one controller to another, the communication delay is

unavoidable for building secure connection with the newly

assigned controller.

The final method is to pre-install entries for all flows in a

network, also called proactive routing scheme [9]. Since each

flow can match at least one pre-installed entry when arriving

at a switch, the switch will not deliver any Packet-In message

to the controller. Thus, the controller load is very light and

the controller response time is low. However, the proactive
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routing can not efficiently deal with traffic and management

policy dynamics. Due to dynamic traffic intensity, it may result

in transient congestion on some data links and lead to packet

dropping and throughput reduction.

Meanwhile, the centralized and fine-grained design on SDN

flow control, however, results in serious performance and

scalability bottlenecks of SDN. Some researches [10] [11]

[12] show that flows in DCN (Data Center Network) can be

classified as elephant flows and mice flows. The former is

long-lived while the latter typically lasts less than 10s due to its

small size (≤10KB). Generally, elephant flows usually transfer

significant amount of data in the network, such as ftp, data

backup and VMotion, e.g., which may tend to cause network

congestion and impact the network performance. Therefore,

The detection and processing of elephant flow are also crucial

in efficient network management.

In this paper, we are committed to a scheme that can avoid

network congestion as much as possible, which also can reduce

controller response time. To achieve this goal, we propose a

framework and present several algorithms for it. The main

contributions of this paper are summarized as follows.

• We propose the novel Time-Optimized Ring with Mini-

mizing Elephant flow (TOR-ME) framework, which can

effectively overcome the above shortcomings.

• We present several algorithms for TOR-ME, including

Loop Seeking algorithm, Loop Selection algorithm and

Overall Running algorithm. In the Loop Selection, we

formulate it as an ILP problem, which is NP-Hard and

use an approximation algorithm of greedy heuristic to

solve it.

• The simulation results show that TOR-ME help to im-

prove system performance significantly, such as reducing

the controller response time by 54.8% and improving the

controller load ratio by 37.8% compared with the existing

solutions, etc.
The remainder of this paper is organized as follows. We

review related work in Section II and design the TOR-ME
framework in Section III. Section IV for several appropriate

algorithms of TOR-ME. We report our simulation results in

Section V and conclude the paper in Section VI.

II. RELATED WORKS

Blocking (Control channel or Data plane) is an important

issue in an SDN. To prevent it, some previous solutions about

flow processing have been proposed, elephant flow especially.

PMCE [13] is a parameter minimum cross entropy algorithm

to find the optimal switch allocation policy for each elephant

flow. Mahout [14] computes the optimal path for new flows

more than 100MB by the Global First Fit (GFF) algorithm.

Hedera [15] uses the Simulated Annealing (SA) algorithm

to recalculate paths of elephant flows periodically. All of

these approaches have their own advantages, however, the

complexity of PMCE is high and the convergence speed is

low and the result of the GFF algorithm depends on the

arrival order of flows completely, may leading to new hotspots.

The results of the SA algorithm are completely random in

different periods, the controller needs to issue a large number

of flow tables to the switches to adjust elephant flows’ paths,

increasing the additional load for the network. The common

problems of above solutions based on SDN is that the massive

control traffic between controllers and switches will cause

network congestion.

The most related work, Hu [16] has proposed a mechanism

to reduce congestion, which pre-computes a loop path for each

flow. When the controller has installed forwarding rules in the

switches, the flow leaves the loop and is forwarded according

to these rules. Since the flows will not wait, until flow entries

have been installed, it can obviously reduce congestion of net-

work. However, resource (e.g.,SRAM and DRAM) constraints

should be considered for the model. The SRAM size is usually

limited on some commodity switches. Even in the high-

end Trinder2 switch with forwarding capacity of 960GB, its

SRAM size is only about 16MB, which will be further shared

with routing/firewall/filter/measurement [17]. For example, it

expects to store forwarding information database (FIB) with

10MB in practice [18]. In this paper, we will study how to

reduce congestion and controller response time of network

while conquering the above challenges and disadvantages.

III. PRELIMINARIES

TABLE I.
KEY NOTATIONS.

Symbol Semantics

U a cluster of SDN controllers
V a set of switches
E a set of network links
F a feasible loop set
c(e) the capacity of link e
αu the processing capacity of controller u
ζv(t) the number of Packet-In by switch v at time t
θu(t) the load on controller u at time t
ϑu(t) the response time of controller u at time t

A. Network Model

An SDN typically divides into the control plane and the

data plane, which consists of two device sets: a cluster of

controllers, U = {u1, ..., um} with m = |U | and a set of

SDN switches, V = {v1, ..., vn}, with n = |V |. The con-

trollers are responsible for management of the whole network,

including route selection for all flows and traffic measurement

distribution. Each controller uj has a processing capacity in

terms of the requests it can handle in one unit time, denoted

by αj . The network topology from a view of the data plane

can be modeled by G = (V,E), where E is the set of links

connecting switches. For each link e ∈ E, the capacity of link

e is denoted by c(e).

B. Elephant Flow Detection Mechanism

Prior works such as [9] [19] [20] hava used SDN (OpenFlow

and/or P4) for elephant flow monitoring. Wang [21] provided a

survey of the elephant flow detection in SDN that approaches

can be classified into two kinds: detection in switch and
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detection in end-host. We pay attention to detection in switch

and it also can be classified into two kinds: flow-statistics

based and flow-characteristics based elephant flow detection.

Both of them will be used in the mechanism, which is in the

judicious combination of flexible software for packet-header

processing and scalable hardware for flow-counter monitoring.

The software tracks all the flows uniquely identified by a 5-

tuple. It maintains its internal data structures that contain the

duration and volume of individual flows. Using a built-in event

mechanism, the software is able to detect an elephant flow,

which also can dynamically balance the load between software

and hardware.

C. Controller Response Time Model [5]

We consider a discrete time model where the length of

each time slot matches the timescale at which Packet-In

requests of each switch can be precisely recorded. In an SDN,

coordination among multiple controller is necessary to install

this path. The set of its connected switches is denoted as Su.

The number of Packet-In messages (one for each newly arrived

flow), which will be delivered to the associated controller by

switch v in slot t, is denoted as ζv(t). Then, the load of

controller u is θu(t) =
∑

v∈Su
ζv(t).

By applying the Little’s law [5] [22], the average sojourn

time on controller u is 1
αu−θu(t)

. Given that the time for

computing a single-source route is O(n2) [23], where n is

the number of switches in an SDN, the average response time

of controller u can be expressed as:

ϑu(t) =
1

αu − θu(t)
·O(n2) (1)

D. Design Of TOR-ME

We now present the design of TOR-ME. Its idea is simple:

when the flow arrives at the ingress switch and the controller

load has exceeded threshold δ, which is set by default, the flow

will not wait, to avoid blocking. In contrast, keep it looping in

the switches along the pre-computed paths and leave the loop

when the routing rules are installed in the switches. At the

same time, try to minimize the number of elephant flows in

the loop because it will increase the load of links, compared

to mice flows.

For easy understanding, we give an example, in Fig. 1,

suppose that a packet from h1 to h2. Switch v1 will keep the

packet in its buffer and forward it to the controller if buffer

overflows, according to the OpenFlow standard. At the same

time, v1 has detected whether it is elephant flow or mice flow.

If it is mice flow and the controller load has exceeded δ, v1
just sends the first a few bytes of the packet to the controller,

and directly forwards the entire packets to a pre-computed

loop path, e.g., v1 → v3 → v4 → v1.

While the flow is looping, the controller issues new routing

rules to update corresponding flow tables in the switches (e.g.,
v1 and v2 in this case). The flow will be forwarded to h2 next

time it backs to v1 through the path v1 → v2 → h2. This

solution optimizes the controller load and response time by

trading off two types of resources: (1) the bandwidth in the

TOR-ME.

loop path against the bandwidth in the control channel while

waiting for the new rules, and (2) the computing overhead of

ingress switch that used to detect elephant flow.

In addition, the TOR-ME is also controllable. First, the

looping is controllable because each flow packet will even-

tually leave the loop path. It can stop looping and leave at any

switch in the loop path. Second, the bandwidth occupied by the

TOR-ME is also controllable, because of an independent traffic

control queue with limited bandwidth is set in each output

port of loop paths for the flow packets. The main problem we

should solve is to detect whether the flow is elephant flow

or not and find the paths for looping. The former will be

addressed by the mechanism in Section III-B and we focus

on the latter.

IV. ALGORITHM FOR TOR-ME

In this section, we present several algorithms used in the

framework, such as Loop Seeking (Section IV-A), Loop Selec-
tion algorithms (Section IV-B) and Overall Running algorithm

(Section IV-C).

A. Loop Seeking

As mentioned in Section III-A, the network topology is

denoted as G = (V,E) and we then denote a loop l ∈ N+ is

a subgraph of G which satisfies

Vl = {Vl,e} ⊂ V, e = 1, ..., |Vl|, (2)

El = {(vl,1, vl,2), ..., (vl,e−1, vl,e), (vl,e, vl,1)} ⊂ E, (3)

where (vl,e−1, vl,e) denotes that a link from vl,e−1 to vl,e.

Johnson [24] proposed an algorithm for identifying all loops

in a directed graph. It mainly uses Depth First Search (DFS) to

find each vertex. However, this method cannot be used in our

framework because the graph in the framework is undirected.

However, we can borrow the basic idea of Johnson’s method

and use DFS biconnected components instead of strongly

connected components. It should be noted that there may be

cases where the loop does not cover some switches, so we

introduce a virtual loop to cover these nodes, which is a simple

palindrome path v1 → v2 → ... → v2 → v1.

Figure 1. Basic idea of
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The time complexity of the method is as large as O((n +
e)(c + 1)), where n, e, c are the number of switches, edges

and loops. The complete Loop Seeking method is described in

Algorithm. 1.

Algorithm 1: Loop Seeking Algorithm

Input: G = (V,E), LENMIN , LENMAX

1 Step 1: Get Biconnected Set;

2 B ← getBiconnectedSet(G);
3 Step 2: Get Loop Set for each Bi ∈ B do
4 for each root ∈ Switch(Bi) do
5 RandomShuffleSwitch(Bi − {root});

6 DFS(root, root, new Stack());

7 Function DFS(vertex v, root, Stack Path) : do;

8 for each w ∈ Bi[v] do
9 if w == root

∧ ‖ Path ‖ +1 ≥ LENMIN then
10 F ← F

⋃{Path
⋃
v};

11 if The number of loops reaches 100 then
12 stop DFS;

13 else
14 if ‖ Path ‖< LENMAX then
15 DFS(w, root, Path

⋃
v);

Output: F - Feasible Loop Set for Loop Selection

A large and complex network can lead to unacceptable time

to find loops, so we make Graph Partition. Spectral [25]

proposed a method of dividing the network topology into k

subgraphs, where k is the controllers’ CPU cores, which will

be borrowed in our framework. However, this operation will

also delete some links and may impact the coverage rate of

the loops. We use the switches that is not covered as the root

to do re-search.

We also need to control Loop Length and Loop Scale.

If the length of the loop is too short, the flow will traverse

a link several times in the loop, consuming too much link

bandwidth. If the length is too long, the packet still in the loop

which causes extra link consumption, even if the flow entry

is already installed in the switch. Therefore, it is important to

control the length of the loop within a reasonable range.

It is almost impossible for the loop to cover all the switches,

so we have to limit the number of loops. In order to achieve

this goal, we add restrictions in DFS. Each switch will

be searched as a root, and we introduce a random shuffle

algorithm to increase the diversity of the loop. Under the above

strict conditions, we only get 100 loops for each root search,

and the experimental results show that there is little difference

between our strategy and full loops searching.

B. Loop Selection

In this section, we select loops from the output of Al-

gorithm. 1, which needs to meet several constraints and

objectives. We formulate the problem as follows:

S.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

V1

⋃
V2

⋃
, ...,

⋃
Vl = V,

Ll =
∑
m

tmlIml, ∀l
Ci =

∑
l

alIml, ∀i
Ni =

∑
l

Iml, ∀i
0 ≤ alLl − T ≤ α, ∀l
Iml ∈ {0, 1}, ∀m, l

(4)

The first set of equations is a primary requirement, which

secures all the switches in the network topology being covered.

Virtual loops will play an important role if physical links

are not sufficient. The second set of equations expresses the

time traversing the whole loop, where tml is the delay of

switch m to the next hop. The third set of equations denotes

that bandwidth cost on the link which packet traverses. The

fourth set of equations expresses the number of the extra flow

entries because loop paths should be proactively installed in

the switches and it requires one more flow entry installed into

the switch. The fifth set of inequalities expresses extra delay

of the framework, where T represent the time interval between

the switch sending the Packet-In message and the switch being

updated the new flow entries from controller. Extra delay must

not exceed upper bound α and should be minimized. T and tml

can be measured directly and we use Iml to indicate whether

loop l contains switch m or not.

Algorithm 2: Loop Selection Algorithm

Input: F - Feasible Loop Set from Loop Seeking

V - Switch Set of Graph G

1 Step 1: Initialize Variables;

2 S ← ∅, Cover ← ∅ ;

3 Step 2: Loop Selection;

4 while Cover != V do
5 selected ← ∅;

6 for each loop ∈ F do
7 loop.IE← ‖{v|v∈loop}−Covering‖

‖loop‖ ;

8 if loop.IE > selected.IE then
9 selected ← loop;

10 else
11 if loop.IE == selected.IE then
12 selected ←

argMin(Delayloop,Delayselected);

13 if selected.IE == 0 then
14 break;

15 S ← S
⋃

{selected},

16 Cover←Cover
⋃

{v|v ∈ selected};

Output: S - Selected Loop Set to Cover Switches

The above formula can be simplified as a weighted set

cover problem, which is NP-hard. We use an approximation

algorithm of greedy heuristic to solve it and get an approx-
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imate solution [26]. The complete algorithm is described in

Algorithm 2. Cover represents the switches covered by the

selected loops and Increase Effect (IE) represents the effect

can be obtained from adding a new loop to the selected set.

The time complexity of Loop Selection is O(‖ F ‖ ×min(‖
F ‖, ‖ V ‖)), where ‖ F ‖ is the number of loops found in

Algorithm. 1 and ‖ V ‖ is number of switches in the network

topology. The approximation ratio of this greedy algorithm

is O(log(n)) and it is optimal to solve set cover problem in

polynomial time.

C. Overall Running

The overall running of TOR-ME based on the techniques

we have discussed in previous sections and detailed algorithm

is described in Algorithm. 3. Without loss of generality,

we assume that each switch in the network topology has

flow tables specifying regular matching fields (e.g., Src/Dst

IP Address/port, VLAN, MPLS), actions (e.g., forwarding,

to_controller, meter), and supporting rule priorities.

Algorithm 3: Overall Running

Input: G = (V, E), Flow Packets

1 Step 1: Elephant Flow Detection;

2 if Controller load ≥ δ then
3 if Not Elephant Flow then
4 Enter Loop Path (Step 2);

5 else
6 Wait until Flow Entries Installed;

7 Step 2: Loop Seeking (IV-A);

8 Step 3: Loop Selection (IV-B);

9 Step 4: Install Loop Paths;

10 while Not Flow Entries Installed do
11 if TTL > 0 then
12 Keep Looping in the Path;

13 else
14 Stop Looping;

15 Forwarded Directly According to Flow Entries;

In order to keep the flow packet from looping endlessly, we

add a TTL field to it. Looping will stop when routing rules

have not been installed on the switches and TTL turns to be

zero. This field will be reset when the flow leaves the loop.

Overall Running algorithm will also be re-executed while the

network topology changes.

V. PERFORMANCE EVALUATION

In this section, we evaluate our TOR-ME framework and

algorithms with network simulator. First, we introduce the

metrics and benchmarks for performance comparison (Section

V-A). Then we compare with the previous methods by running

extensive simulations (Section V-B).

A. Performance Metrics and Benchmarks

This paper studies how to reduce controller response time

(or controller load) by trading off part of data plane resources,

which can avoid network congestion. We adopt five main

metrics for performance evaluation. (1) the maximum con-

troller response time; (2) the maximum load ratio of any

controller; (3) the maximum load ratio of any link; (4) the

network throughput; (5) the running time. We compute the

maximum controller response time by Eq. 1. The second

metric measures the maximum number of Packet-In messages

per controller divided by the controller processing capacity

during the simulation. The load ratio of a link is the traffic load

divided by the link capacity. As we continuously increase the

number of flows, we measure the maximum throughput that

the network can support. The running time is measured when

packet arrives at the ingress switch, until the packet leaves the

egress switch.

To evaluate how well our proposed solution performs, we

compare with other three benchmarks. The first benchmark is

called the proactive routing scheme, in which the controller

pre-installs wildcard entries for all flows. This method can

achieve the lowest controller load. The second one is the

dynamic routing scheme. When each individual flow arrives at

a switch, the controller will dynamically determine its route

path. The last benchmark is SoftRing [16], which also can

reduce the control channel congestion by trading off data plane

resources.

B. Simulation Evaluation

1) Simulation Settings: In the simulations, as running ex-

amples, we select two typical and practical topologies for data

center networks. The first topology, called VL2[21], contains

240 switches (including 200 edge switches, 20 aggregation

switches, and 20 core switches) and 1000 terminals. The

second one is the fat-tree topology[23], which has been widely

used in many data center networks. The fat-tree topology has

total 320 switches (including 128 edge switches, 128 aggre-

gation switches, and 64 core switches) and 1024 terminals.

The parameter δ and the controller capacity are set as 0.5 and

180K, respectively. We use Packet Generator (PktGen) [27] to

generate network traffic, which is a powerful tool also used

by [28] [29]. Through PktGen, we can generate various sized

and pattern flows, and we can collect throughput information

through PktGen API. In this experiment, we generate DCTCP

pattern flows and execute each simulation 100 times, then take

the average of the numerical results.

2) Simulation Results: We run three groups of simulations

to check the effectiveness of the proposed TOR-ME framework

and related algorithms.

The first set of three simulations observes the performance

(e.g., Controller Load Ratio and Controller Response Time) of

Controller. Fig. 2 shows the controller load ratio by changing

the number of flows from 200K to 1M. We observe that it

is almost linearly increasing with more flows arrival in the

network and our framework can achieve lighter controller load

than Reactive and SoftRing. For example, given 600K flows
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in the network, the controller load ratio will reach 0.58 and

0.46 by Reactive and SoftRing, respectively. In other words,

our proposed framework can reduce the controller load ratio

by about 38% compared with Reactive. Heavier controller

load also leads to longer controller response time, which is

also validated by Fig. 3. This figure shows that our proposed

framework can reduce the controller response time about 55%

compared with Reactive and also significantly better than

SoftRing.

The second set of simulations observes the routing perfor-

mance (e.g., Link Load Ratio or Network Throughput). Fig.

4 shows that the link load ratio is increasing with more flows

in a network. Since Proactive can not dynamically adjust the

routes for new arrivals, so its routing performance is worst
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among these solutions. Our proposed TOR-ME is very close

to the Reactive, which has best routing performance. Fig. 5

shows that the network throughput will increase when there are

more and more flows in the network. However, the increasing

ratio is slower with more flows. TOR-ME can improve the

network throughput by about 60% compared with Proactive,

also optimize it of SoftRing and is close to Reactive.

The last set of simulations observes the running time of

these solutions, including SoftRing, TOR-ME and Reactive.

Fig. 6 shows that running time of Reactive is shorter than

other two solutions at the beginning, but the advantage of

TOR-ME becomes obvious, with more and more flows in the

network. That is to say, our proposed framework can achieve

ideal performance of running time.

In this paper, we focus on the optimization of controller

load and response time in SDNs. We proposed a novel

TOR-ME framework, and present several algorithms for it.

Our evaluations demonstrate that the proposed solutions can

achieve much lower controller response time and running time

compared to existing solutions. In the future, we will observe

the impact of traffic dynamics and looping overhead.
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