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Petroleum reservoir characterization using downhole

microseismic monitoring

S. C. Maxwell', J. Rutledge?, R. Jones®, and M. Fehler*

ABSTRACT

Imaging of microseismic datais the process by which we use
information about the source locations, timing, and mechanisms
of theinduced sei smic eventsto makeinferencesabout the struc-
ture of a petroleum reservoir or the changes that accompany in-
jectionsinto or production from thereservoir. A few key projects
wereinstrumental inthedevel opment of downholemicroseismic
imaging. Most recent microsei smic projectsinvolveimaging hy-
draulic-fracturestimulations, which hasgrown into awidespread
fracture diagnostic technology. This growth in the application of
thetechnology isattributed to the success of imaging thefracture
complexity of the Barnett Shale in the Fort Worth basin, Texas,
and the commercial value of theinformation obtained toimprove

completions and ultimately production in the field. The use of
commercial imagingintheBarnettistraced back to earlier inves-
tigationsto prove thetechnology with the Cotton Valley imaging
project and earlier experiments at the M-Site in the Piceance ba-
sin, Colorado. Perhapsthe earliest example of microseismicim-
aging using data from downhole recording was a hydraulic frac-
turemonitoredin 1974, a so in the Piceance basin. However, ear-
ly work isalso documented whereinvestigatorsfocused oniden-
tifying microseismic trace characteristics without attempting to
locate the microseismic sources. Applications of microseismic
reservoir monitoring can betracked from current steam-injection
imaging, deformation associated with reservoir compaction in
theYibal field in Oman and the Ekofisk and Valhall fieldsin the
North Sea, and production-induced activity in Kentucky, U.S.A.

INTRODUCTION

Microsei smicimaging has devel oped into acommon techniqueto
image fracture-network deformation that accompanies oil and gas
operations. The most extensive application of microseismic moni-
toring is to image hydraulic-fracture operations, although the tech-
niqueisalso used to monitor microsei smic eventsinduced by inelas-
tic deformation associated with injection of steam/water/gasfor sec-
ondary recovery and production (e.g., Maxwell and Urbancic,
2001). Associated with the growth of the technology have been sev-
eral workshops and forums focused on the technology as well as
dedicated sessions at AAPG, SPE, SEG, and EAGE conferences.
Thetechnology issomewhat uniquein that although it isageophysi-
cal method, itsusersand main driverstend to bereservoir engineers.
Infact, based on akeyword search on the respective Web sites, there
is more discussion of the technology through SPE than with SEG
and EAGE combined.

Although the routine application of microseismic monitoring is
relatively new totheoil and gasindustry, it has been used in geother-
mal fields since the 1970s and 1980s as a routine method to image
fracture networks activated during production and injection (Majer
and McEvilly, 1979; Denlinger and Bufe, 1982; Eberhart-Phillips
and Oppenheimer, 1984) and during hydraulic-fracture stimulation
(Albright and Hanold, 1976; Pearson, 1981; Pine and Batchelor,
1984; Fehler, 1989). Prior to observationsof microsei smicity associ-
ated with reservoir stimulation and monitoring, passive monitoring
of microseismicity was used extensively in the mining industry to
monitor stress changes around mine openings, primarily from the
workplace hazard associated with induced seismicity (e.g., Gibow-
iczand Kijko, 1994). Microsei smic monitoring has also been exten-
sively studied as a technique to monitor crack development around
underground excavations intended as sites for waste disposal (e.g.,
Collinsand Young, 2000).
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Historically, the earliest passive seismic monitoring application
during injection in a petroleum field is often considered to be the
Rangely experiments, where a controlled injection was used to
prove the occurrence of induced seismicity (Rayleigh et a., 1976).
However, induced seismicity (earthquakes caused by anthropogenic
activity) and triggered seismicity (earthquakes whose timing is
caused by anthropogenic activity) haveahistory in oil and gasrelat-
ed to certain fields where felt seismicity reported by the public has
been attributed to petroleum production (see Suckale 2010 for a
comprehensivereview). Relatively few petroleum fields experience
significant earthquakes, much more common are numerous smaller
events, or microseismicity. There is no uniform definition of mi-
croseismic event or microearthquake, so here we usethetermto de-
scribe seismic events with a moment magnitude less than zero. The
occurrence of microseismic events approximately follows earth-
quake frequency-magnitude statistics, such that for each decreasein
magnitude unit, there is a 10-100 times increase in the number of
smaller-magnitude events (Fehler and Phillips, 1991). This makes
mi crosei smicity much more ubiquitousthan seismicity largeenough
to be felt or detected on the surface, and monitoring these small-
magnitude microearthquakes is the basis of typical microseismic
imaging inthe oil and gasindustry.

In this paper, we review key microseismic monitoring projects
with two objectivesin mind. First, wereview the development of the
technology by looking backward in time at key developments and
contributions from specific projectsthat wereinstrumental in devel -
oping the current application of the imaging technique. Second, we
document the earliest application of the technology. Two alternative
monitoring techniques are used today: surface and downhole moni-
toring. In downhole monitoring, high-sensitivity sensors are de-
ployed in boreholes close to the seismic source to minimize signal
attenuation and background noise. Thisdetectssmall-magnitude mi-
croseismicity with signal-to-noiseratio (S/N) sufficient to determine
sourcelocation fromasparsereceiver array. A detection biasisintro-
duced such that more small microseismic events are recorded close
to the array and the ultimate detection range can be limited to are-
gion around the monitoring location (e.g., Maxwell et a., 2006).
Most hydraulic-fracturing imaging projects use offset observation
wells, athough borehole arrays can aso be deployed in the treat-
ment well itself (e.g., Gaucher et al., 2005) with associated increase
in background noise resulting from the fluid being injected near the
Sensors.

Using downhole data, we determine locations of microseismic
events using three general classes of techniques. Thefirst class can
be implemented with data from only one three-component (3-C)
sensor and is generally called the hodogram technique (e.g., Al-
bright and Hanold, 1976). In this method, the direction between the
recording sensor and the microseismic location is determined from
the particle motion of the direct P-wave and/or S-wave arrival,
which under certain assumptions is polarized in the direction of
propagation. Thedistanceto the event isdetermined from the differ-
encein arrival times between the direct P- and S-waves and knowl-
edge of the P- and S-wavevel ocities. In thesimplest implementation
of the hodogram method, only one station isrequired, and the aver-
age velocities of theregion are used. Morereliable locations can be
determined by hodograms from multiple recording locations and all
available information about the velocity structure of the investiga-
tionregion.

The second class of location approaches uses arrival times of
combinations of P- and/or S-waves at multiple stationsin atriangu-
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lation scheme (e.g., Gibowicz and Kijko, 1994). This and the previ-
ousclassof location approaches can have spatially variable velocity
information from the region of study. A third class of |ocation meth-
ods involves finding the point in space that maximizes a semblance
measure of the arrival of specific phases without the need for mea-
suring the discrete arrival times (e.g., Drew et al., 2005; Rentsch et
al., 2007). These semblance techniques can use a single phase, re-
quiring a large aperture array, or multiple phases, more suited to
smaller-aperture downhol e arrays. Thisapproach of source-location
imaging is conceptually similar to Kirchhoff migration. In general,
location approaches can combine hodogram and arrival-time infor-
mation. The methodology used for a given microseismic study de-
pends on the sensor configuration and the quality of the recorded
data.

A clear assessment of the reliability of the location methodology
is an important aspect of microseismic imaging to determine the
scale of structures that can be resolved and to identify features that
may be artifacts. Microseismic location accuracy is largely con-
trolled by the geophone-array geometry and velocity model (Pavlis,
1986). Detailed local velocity information corresponding to hori-
zontal travel pathsfrom sourceto receiver isoften unavailable; thus,
downhole calibration shots are critical in providing accurate loca-
tions (Warpinski et al., 2005). Random errors affecting the relative
scatter of locations are introduced primarily through traveltime
picking uncertainty (e.g., Maxwell, 2010), which depends on S/N.
Waveform correlation techniques can greatly reduce relative pick-
ing errors, improving the resolution of microseismic images (e.g.,
Phillipset al., 1997). Well surveys of the monitor wellsare also im-
portant for accurate measure of receiver placement especially when
wellsareconsidered vertical (Bulant et al., 2007). With someapriori
knowledge of velocity structure, downhole sensor configurations
can beoptimized within availablewellsto best detect and most accu-
rately locate events within avolume of interest (e.g., Raymer et al.,
2004).

As with natural earthquakes, other microseismic source charac-
teristics can also be determined, such as magnitude or moment as a
measure of the source strength and fault-plane solutions to deter-
mine fracture orientation and dlip direction. More general source
mechanisms to resolve volumetric or dilational components of de-
formation may be obtained, but they require sensors placed in multi-
ple boreholes (Nolen-Hoeksema and Ruff, 2001; Vavrycuk, 2007)
Finally, path effects associated with the transmission of the seismic
waves can be analyzed and used to investigate rock properties, in-
cluding measurements of shear-wave splitting or local microearth-
quaketomography for measuring vel ocity or attenuation changesaf-
fected by injection (Block et al. [ 1994] describe ageothermal exam-

ple).

BARNETT SHALE HYDRAULIC-FRACTURE
IMAGING

In 2000, the first successful hydraulic-fracture imaging project
was completed in the Barnett Shale in the Fort Worth basin, Texas,
U.S.A., using awireline-deployed geophone array (Maxwell et a.,
2002). At thetime, the Barnett field wasin the early phase of its de-
velopment; it has since become one of the largest U. S. natural gas
fieldsand has motivated an industry movement toward shale-gasde-
velopment. The Barnett isanaturally fractured reservoir, and thein-
jection of large volumes of water to stimulatethe shale hydraulically
resultsin aspatial distribution of the microseismic locationsthat is
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interpreted as occurring along the complex fracture network that is
wide compared to the location uncertainty (see Figure 1). Although
conventional hydraulic-fracture models assume that only a single
fracture will be created, the complex fracture network found in for-
mations such as the Barnett provide ongoing fracture engineering
challenges because of the presence of multiple fractures having dif-
ferent orientations. Nevertheless, the microseismic images have
proven valuablefor optimizing production fromwellsinthe Barnett.

Although initially skeptical, engineers began to accept the notion
that the Barnett is naturally fractured, which led them to incorporate
the concept of fracture complexity into the design of hydraulic frac-
tures (Mayerhofer et al., 2006). Typically, hydraulic-fracture design
is based on simplistic models of discrete hydraulic fractures. How-
ever, interaction of the fracture fluids with pre-existing fracturesre-
sultsin acomplex fracture network asthe injected fluid follows the
path of least resistancethat is determined locally by the fracture pat-
tern and the local stress field. This fracture complexity means that
the traditional hydraulic-fracture models are not appropriate. The
engineering community is looking toward advanced tools (that in-
clude geomechanical effects) to account for deformation between
the mechanically and hydraulically connected fracture network
(e.g., Dusseault et al., 2007).

Nevertheless, asignificant amount of engineering work has been
initiated to better understand the microsei smicimaging resultsinthe
Barnett. For example, studies show a correlation between produc-
tion of Barnett wells and the volume of rock containing microseis-
micity (Mayerhofer et al., 2006) aswell asthedensity of seismic mo-
ment as ameasure of the density of the seismic deformation (Max-
well et a., 2006). Sensitivity studies using reservoir simulators
based on conceptua fracture-network models derived from the mi-
croseismic images have been used to show therel ation between pro-
duction and both the volume of stimulated rock and the density of
fractures(Mayerhofer et al., 2006).

The success of microsei smic monitoring, along with the develop-
ment of improved stimulation approaches and the optimization of
horizontal wells, has made the Barnett the standard for shale-gasde-
velopment. It is also the reservoir where microseismic studies are
most often applied, with possibly thousands of hydraulic-fracture
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Figure 1. Map view of microseismicity recorded in 2000 during ahy-
draulic-fracture stimulation of the Barnett Shale. Blue sguare
= monitoring well; red square = injection well. The microseismic
symbols(circles) are color coded by moment magnitude (light green
is< —1.9,orangeis —1.9to —1.5; redis> —1.5). Thegray border
represents a rectangular expression of the extent of the seismically
active region. Contrast this apparent fracture complexity with the
relatively simplefracturein Figure 2 (after Maxwell et al., 2002).
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treatments monitored, representing about half of all microseismic
hydraulic-fracture projects. Indeed, somefield operatorshave begun
to refer to microsei smic monitoring ininvestor pressreleases. More
importantly, the knowledge gained from microseismic studiesin the
Barnett is being applied to other tight-gas and shale-gas reservoirs,
showing theimportance of microseismicimaging.

Currently, real-time microseismic imaging is being used in the
Barnett to enhance production from new and old wells to optimize
the fracture network as well as avoid fracturing into geohazards
(Waters et a., 2009). One such hazard is fractures growing down-
ward from the Barnett Shale into the underlying Ellenberger Lime-
stone, after whichthewell can produce significant volumes of water.
Real-time microseismic monitoring is the only viable technology
available to engineers to avoid such geohazards. From the begin-
nings in the Barnett, microseismic monitoring of hydraulic fractur-
ing has spread as an accepted and desired imaging technology, pri-
marily inNorth Americanfields.

COTTON VALLEY SANDS HYDRAULIC-
FRACTURE IMAGING

Although the commercial servicesfocused on hydraulic-fracture
imaging grew out of the Barnett Shale, thefirst Barnett work closely
followed a comprehensive investigation of hydraulic fracturing in
the tight-gas-sand reservoirs of the Piceance basin of northwestern
Colorado (Warpinski etal., 1998a; Warpinski et al., 1998b; seerefer-
ences in both) and the Cotton Valley Sands of east Texas (Walker,
1997; Mayerhofer et al ., 2000; Rutledgeet al ., 2004). The phased M-
Siteexperimentsin the Piceance basin, between 1983 and 1996, con-
firmed the validity of downhole microsei smic-fracture mapping us-
ing single-wireline or permanently deployed borehole arrays and by
coring through the microseismic cloud. In addition to hydraulic-
fracture stimulations, microseismic mapping has been used to map
hydraulicfracturescreated during drill-cutting injection. TheARCO
waste injection project (Keck and Withers, 1994) into the Frio For-
mationisprobably thefirst example of using along, single-borehole
array in ared field site. The Mounds experiment site, near Tulsa,
Oklahoma, U.S.A., also includes coring through the fractures and
confirmed the creation of multiplefracture planesasindicated by the
microsei smicimages(Moschovodiset al., 2000).

Following the investigations at the M-Site, the Cotton Valley im-
aging project was conducted in 1997 (Walker, 1997). The monitor-
ing testswere conducted in the Carthage gasfield of east Texasusing
two instrumented borehol esto map and characterizevarioushydrau-
lic fracturesin tight gas sands. Designing the project benefited from
the experience gained at M-Site and ARCO’s waste-injection moni-
toring tests conducted afew years earlier. One objective of the Cot-
tonValley study wasto establish whether differencesbetweenthere-
sponses of gel-proppant and waterfrac treatments (using water-
based injection fluidsinstead of aviscousgel) could be gleaned from
microseismic data. Earlier engineering studiesindicated that water-
fracswerejust aseffective asthe more expensive gel-proppant treat-
ments in the Cotton Valley Formation (Mayerhofer et a., 1997;
Mayerhofer and Meehan, 1998).

Urbancic and Rutledge (2000) and Mayerhofer et al. (2000)
present theinitial processing and interpretation of the Cotton Valley
data. Rutledge and Phillips (2003) and Rutledge et al. (2004) under-
take a detailed investigation of the microseismicity induced by the
two treatment types. Their analysis includes improving relative
source locations, determining source mechanisms, and comparing
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the seismic moment rel eased by thevariousinjections. Interestingly,
the seismicity induced by the two treatment types reveals nearly
identical fracture geometriesand mechanical responsesfor common
stratigraphicintervals.

Figure 2 showsan examplefor injectionsinto thetop of the Cotton
Valley formation. The gel-proppant and waterfrac treatments result-
ed in narrow zones of seismicity, 6—12 m wide. The gross fracture
geometry is much simpler than that revealed in the Barnett Shale
(Figures 1 and 2). Although the source locations of Figure 2 have
been determined precisely, the original Cotton Valley locations as
well as microseismic maps from other tight-gas-sand reservoirs
(e.g., Warpinski et al., 1998b; Fischer et al., 2008) reveal fairly sim-
ple hydraulic-fracture geometriesrel ativeto the distributed multiple
fracturebranchesresolvedinthe Barnett Shale (Figure 1). Treatment
lengthfor the Cotton Valley waterfrac appearsto be about two-thirds
of the length attained by the gel-proppant treatment, but the lengths
scale proportionally to theinjected volumes per unit length of bore-
hole stimulated. In depth view, the seismicity forms distinct bands
associated with the multiple perforated sand intervals that were
treated simultaneously. The vertical containment within the sands
was unexpected because stress contrasts are very small between the
sandsand shales of the Upper Cotton Valley.

The magnitude and mechanisms of seismic deformation induced
by the two treatment types were aso similar. The cumulative mo-
ment release per unit volume injected, anormalized measure of the
seismically detected deformation, was identical for the two treat-
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Figure 2. Source locations for gel-proppant (Treatment A) and wa-
terfrac treatments (Treatment C) within the top of the Cotton Valley.
Thetopsand bottoms of the perforated intervalsare marked with the
dashed lines in the depth views. The arrow marks one of the most
popul ousdepth-band clustersof treatment A. A subset of waveforms
for eventsin that depth band isdisplayed in Figure 3 (after Rutledge
etal., 2004).
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ment types (Rutledge et al., 2004). Similar source mechanisms oc-
curring over both treatment lengths are evident from waveform sim-
ilarity for adjacent events and from nearly identical spatial patterns
of P- and SH-wave polarities and amplitude ratios with respect to a
common monitoring well (Figures 3 and 4). These mechanisms de-
termined by Rutledge et al. (2004) were constrained to double-cou-
ple or shear sources (Figure 4), but a more general analysis of the
moment tensors by Sileny et a. (2009) indicates significant non-
double components of deformation accompany the shearing within
the Cotton Valley. Finally, analyzing the time-space devel opment of
the seismic clouds, Dinske et al. (2009) also derive similar reservoir
hydraulic properties and fracture dimensions (surface areas and
width) from thesetwo data sets.

The occurrence and banding of eventsin depth within the Cotton
Valley appearsto be associated with thereservoir’s prevalent natural
fractures, which are known to be isolated within the individual
sands. Thus, the similar responses to the two treatment typesin the
Cotton Valley underscore how microseismicity isprimarily generat-
ed and controlled by the natural fractures encountered or pressurized
during stimulation.

The results of these early projects establish microseismicity as a
viableimaging technol ogy and hel p highlight the potential engineer-
ing and economic impact associated with a better understanding of
thefracture geometry.

CANADIAN STEAM-INJECTION RESERVOIR
MONITORING

In 1997, Imperial Oil began to investigate the use of passive seis-
mic monitoring to detect casing failures associated with thermal
stress|oading during cyclic steam stimulations (CSS) at Cold Lake,
Alberta, Canada (Smith et a., 2002). Sincethat time, more than 100
well pads have been instrumented with microseismic monitoring
systems.

In 2002, Shell Canadainitiated an integrated monitoring program
to image CSS, including microseismic monitoring (McGillivray,
2004). Microseismic imaging of CSSis conceptually similar to hy-
draulic-fractureimaging, in that comparablelevels of seismicity are
produced (Maxwell et al., 2003). Microseismic monitoring has also
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Figure 3. P- and SH-waveforms at one receiver in well 22-09. The
corresponding sources are a subset of 78 higher-magnitude events
withina6-m depthinterval marked by thearrow in Figure 2; they are
sorted east to west over arange of 100—400 m from treatment well
21-10. The corresponding sources are not evenly spaced. Waveform
character isvery similar for adjacent sources, especially for thehigh-
er SN SH-wave arrivals. The sense of P-first motions flip polarity
over ashort nodal interval near 265 m east. Eachtraceisscaledtoits
maximum amplitude and iswindowed to align thearrival-time picks
at20 ms.
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been performed to monitor the lower-pressure injections associated
with steam-assisted gravity drainage techniques, resulting in lower
levels of seismic deformation (Maxwell et al., 2008). Microseismic
data, along with surface deformation and pressure data, were used to
calibrateacoupled geomechanical reservoir model to optimizeengi-
neering of theinjection (de Peter et al., 2008). Of all potential reser-
voir-monitoring applications of microseismicity, interpretation of
steam-injection monitoring isthemost common, with the significant
levels of seismic deformation associated with the injections. Injec-
tionsinto other reservoirsat pressuresbelow fracturing pressure and
where thermal-related deformation is not expected are more chal-
lenging to interpret in terms of the relation between the fluid front
and geomechanical deformation. Nevertheless, several past reser-
voir-monitoring projects show potential applicationsof the method.

YIBAL FIELD, OMAN, RESERVOIR
MONITORING

Aroundthecrest of theYibal fieldin Oman, mi-
croseismic monitoring was conducted for about
two years, during 2002 and 2003. The network
consisted of eight-level strings of multicompo-
nent geophones deployed in five abandoned
wells. The geophone arrays spanned the shallow-
er gasreservoir and extended totheunderlying oil
reservoir (Jones et al., 2004). The detailed posi-
tioning of the geophones was dependent on local
factors such as cement quality. The wells were
1-2 km apart. About 7500 microseismic events
were located and found to occur mostly along a
specific subset of pre-existing faults. The moni-
toring was continuous, seismic activity varied
considerably, spatialy and temporally, and often
was linked to reservoir operations such as the .
start of seasonal gasproduction. Thegasreservoir 1
is undergoing significant pressure depletion, and \
theoil reservoir isbeing waterflooded.

Microseismic activity is most intense within
the shale sealing the gas reservoir. This has been
interpreted as the result of differential compac-
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turedensity andtypically larger fracturesthan the cap rock.

Further analysis of data from Oman has shown that results ob-
tained from surface seismic observations are consistent with those
obtained from analyzing downhol edata, although thedownholedata
contain more small-magnitude events and delineate more detail s of
thefracture pattern than could be obtained from five surface stations
(Sarkar, 2008).

NORTH SEA RESERVOIR MONITORING

Microseismic activity was monitored in the Ekofisk field during
April 1997 (Maxwell et al., 1998). Ekofisk iswell knownfor its seaf-
loor subsidence associated with reservoir compaction, and the mi-
croseismicity was investigated as a means to image fault structure
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tion across the faults in the gas reservoir. Some 2
groups of locations associated with the main
structural faults extend downward 1 km toward
the underlying oil reservoir (Bourneet al., 2006).
The extended monitoring period reveals that
some features remain seismically active over a
prolonged period. Thisimplies continuing defor-
mationwithtimeand representsarisk towellsbe-
cause of theaccumulating strain.

Focal mechanismsfor asubset of eventsfroma
limited period of monitoring have been analyzed
in detail; they show that asignificant and system-
atic variation exists in the focal mechanisms for
events located in the two different formations:
reservoir rock or cap rock (Al-Anboori et al.,
2006b). Frequency-dependent shear-wave split-
ting analysis was also carried out on a subset of
thedata(Al-Anboori et al., 2006a). Theresultsin-
dicate the reservoir rock has a much higher frac-
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Figure 4. Composite focal mechanisms, constrained to double-couple solutions, for the
treatments shown in Figure 2. At the bottom are composite plots of SH-/P-wave ampli-
tude ratios versus azimuth from the sources back to receiversin well 22-09. The SH-/P-
wave data correspond to theright and left lateral strike-slip solutions of the gel-proppant
and waterfrac treatments, respectively. The P-wave polarities are also distinguished on
the SH-/P-wave displays. The curves on the SH-/P-wave displays are the theoretical am-
plituderatio for vertical strike-slip faults (see Rutledge and Phillips[2003] and Rutledge
et al.[2004] for details).
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under agascloud overlying thecrest of thefield. Themonitoring was
conducted using a six-level, 3-C wireline-deployed array in an ob-
servationwell inthe center of thefield. A significant activity ratewas
observed, consistent with early monitoring at the site (Rutledge et
al., 1994). The microseismic activity was concentrated within spe-
cificlayersinthereservoir. The observed deformation wasattributed
to fault activation from the compaction, although interaction with a
waterflood was al so postul ated (see Figure5).

Followinginterest generated by the Ekofisk study, asimilar moni-
toring was performed in the Valhall field in the Norwegian sector of
the North Seaduring summer 1998 (Dyer et a., 1999). The monitor-
ing was again carried out using the samewireline tool deployedin a
well near the crest of the field, which was awaiting workover. The
monitoring period was 57 days. For operational reasons, the tool
was deployed approximately 250 m shallower than had been origi-
nally intended. Modeling software demonstrated that the new de-
ployment depth would still allow good coverage of the area of inter-
est.

The event rate at Valhall ranged up to 10 events per day; 572
events were detected, of which 324 were located. A few shallow
eventswere detected that could be directly related to sidetrack drill-
ing activitiestaking placein anearby well. All other eventswerelo-
cated within a50-m-thick zone abovethe Top Balder Formation res-
ervoir. Thiscorrespondsto the depth interval where wellbore-stabil -
ity problemswereexperienced (Kristiansen et al ., 2000). Event loca-
tions showed two main structures, and analysis of thefault-plane so-
Iutions indicated a significant normal faulting component (Zoback
and Zinke, 2002).

DeMeersman et a . (2009) havereprocessed theValhall datausing
crosscorrel ation and repicking to reduce | ocation uncertainty and re-
veal greater structure. L ocationswithin themain clusterscorrespond
to faults mapped from 3D seismic. The time-varying nature of the
shear-wave splitting reported by Teanby et a. (2004) isinterpreted
asresulting from cyclic stress changesin cap rock related to produc-
tion-driven compaction of the reservoir. Zoback and Zinke (2002)
analyze source mechanisms of fracture orientations and faulting
mechanism at Ekofisk and Valhall.
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Figure 5. Map view of microseismicity recorded during April 1997
at Ekofisk, with colors defined by moment magnitude. The monitor-
ing well isin the center. Microseismic deformation is attributed to
compaction-related fault activation within the reservoir. See Max-
well etal. (1998) for details.
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CLINTON COUNTY RESERVOIR MONITORING

One of the early studies demonstrating the capability to map pro-
ductive reservoir fractures using downhole sensors was conducted
in the Seventy-Six oil field of Clinton County, Kentucky, U.S.A.
(Rutledge et al., 1998; Phillips et a., 2002). Oil is produced from
low-porosity carbonate rocks at depths between about 300 and
730 m. Theexistence of isolated, high-volumewellsinthe areasug-
gested the presence of isolated fractures with high permeability and
storage capacity. However, the fracture orientations were generally
unknown and were often assumed to be vertical. The monitoring
tests involved deploying geophones near high-volume producing
wellsat several sitesin Clinton County, with the goal of delineating
thereservoir fracture system.

Figure 6 shows a perspective view of fracture planesreveaed by
the microsei smicity, detected during a six-month period of monitor-
ing. Approximately 1800 m? of oil was produced from well HT1
throughout that period, during which no injection operations were
conducted. The microsei smic locations and source mechanisms de-
lineate a set of low-angle thrust faults that lie above and below the
currently drained interval. These active fractures intersect or can be
extrapolated to production interval sin the surrounding shut-inwells
that produced oil in the nine months preceding monitoring. Two
drilling testsinto the main fracture produced brine (fracture A, Fig-
ure 6). Thus, the microseismic locations defined fractures that had
contained oil but were drained and subsequently recovered to hydro-
static pressure viabrineinvasion. Theidentification and correlation
of these faults with oil production indicated for the first time that
theselow-anglefeatures should be considered important drilling tar-
getsinthe exploration and development of thearea.

This seismic behavior is consistent with poroelastic models that
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Figure 6. Perspective view of fracture planes defined by microseis-
mic sourcelocationsin Clinton County, Kentucky, U.S.A. Thefault-
plane solutions displayed at the top indicate that the seismically ac-
tive fractures are undergoing reverse or thrust faulting. The mecha-
nismswere solved as composites by grouping the events from com-
mon planes. The dashed curves on the focal hemispheres represent
the orientations of the planes determined from the respective source
locations. See Rutledgeet al. (1998) for details.
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predict slight increasesin horizontal stressabove and below current-
ly drained volumes. Alternatively, the change could be posed as
crack closure from drainage, reducing the normal stress on the frac-
tures above and below. Pressure re-equilibration via brine invasion
replacing previously produced oil along the seismically activefaults
should also be weakly promoting the observed failure (Rutledge et
al., 1998).

DISCUSSION

Prior to these specific projects, several microseismic projects
were performed for various applications. Although there are too
many examplesto catalog all of these projects, here wefocuson the
earliest downhole microseismic monitoring examples known to the
authors.

The earliest published example of computing a microseismicim-
age of microseismic event locations solely from downhole monitor-
ing is believed to be from a geothermal energy-related hydraulic
fracture project at Fenton Hill in New Mexico, U.S.A. (Albright and
Hanold, 1976). However, an earlier hydraulic fracture operation was
mapped by El Paso Natural Gas Company in the San Juan basin in
New Mexicoin December 1973, followed by an expanded projectin
the Pinedale field in Wyoming in September 1974 (Power et d.,
1976). Like theinitial geothermal-energy related observations, the
San Juan basin experiment used asingle sensor but was ableto iden-
tify microseismicity downhole attributed to the hydraulic fracture.
The Pinedale monitoring used a combination of surface and down-
holerecording to generateahydraulic-fractureimage (Figure 7).

Even earlier investigations to devel op the technology focused on
recording signalsto prove the occurrence of microseismicity, before
imaging the source location of the microseismic events. Between
1967 and 1969, seismic monitoring was performed on hydraulic-
fractureinjectionsfor waste disposal in ashaleformation at the Oak
Ridge National Laboratory in Tennessee, U.S.A. (McClain, 1971).
Surface geophones were used to monitor the seismic deformation
and initially involved analyzing characteristics of microseismic sig-
nals. A later phase of these experimentsin 1970 involved a network
of five sensors, used to create an epicentral map of the microseismic
activity. In November 1972, microseismic waveforms were ob-
served during a downhole recording of injection at the Wharton gas
storage site in Pennsylvania (Hardy et a., 1975). Shuck (1974) re-
ports microseismic waveforms recorded during ahydraulic fracture
in Bradford, Pennsylvania, U.S.A., in July 1973. The development
of downhole recording ultimately has been linked to challenges as-

.
.
o .
. .
L ] . -
e e L]
.
.
e * .
.
L ~ - i
Fracture
N Well
| 0 200 m
E —

Figure 7. Map view of microseismicity recorded during a hydraulic
fracture in Pinedale, Wyoming, U.S.A., in September 1974 (after
Power etal., 1976).
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sociated with the development of downhole sensors with enough
sensitivity to record small ground motions of microseismic signals,
as well as development of processing techniques to generate mi-
croseismic maps from single or multiple borehole-based sensors.
Nevertheless, these pioneers shared the vision of the value of mi-
croseismic datathat isfinally being realized today.

Beyond this historical review of early microseismic efforts, it is
interesting to note some of the comments in these early papers re-
garding challenges with the technology and future recommenda-
tionsas perceived at thetime. McClain (1971) recommendsthat de-
velopment should continue to improve the reliability of the tech-
nique. Indeed, some of the ongoing issues with modern microseis-
mic monitoring concerns understanding, quantifying, and improv-
ing the confidence and accuracy of the technique. Although all of
these early papers discuss the drawbacks of S/N, which remains an
issue today, Shuck (1974) also describes the problem of finding po-
tential monitoring wells close enough to theinjection well, an ongo-
ing challengefor downhole microsei smic monitoring projects.

CONCLUSION

In this paper, we have looked back in time at the devel opment of
modern microsei smic monitoring. To conclude, we also would like
tolook forward at the challengesthat the technique will face. Clear-
ly, improved imaging will increase the accuracy and confidence of
microsei smic images. Instrumentation improvements, including the
ability to place more sensors in wells to improve location accuracy
and to enabl e source mechanism investigations along with improve-
mentsin S/N of acquired signals, will also expand the application of
microsei smic monitoring.

However, the greatest challenge isinterpreting microseismicim-
ages, which represent the geomechanical response of thereservoir to
injection. Hydraulic fracturing isrelatively straightforward to inter-
pret if the microseismicity occurs along fractures in response to the
injection of fluids and the induced deformation that results from
stress changes around the fracture. Integrating the microseismicity
with other geophysical, geological, petrophysical, and geomechani-
cal information improves the interpretation. Comparison of mi-
croseismic fracture geometries with reservoir characterization can
help identify the relationship with the rock fabric and potentially
identify well placement to optimize the fracture network. Improved
identification of the conductive fracture network will ultimately al-
low better reservoir simulation and better understanding between
the microseismic response and the ultimate production. However, a
current challenge with the technol ogy appearsto be quantifying and
assessing the accuracy and confidence of event locationsto allow the
interpreter to extract the appropriate details from the microseismic
image. Low S/N can result in uncertain interpretation of the seismo-
grams, and uncertainties in the velocity model used for processing
can result in mislocations. Velocity heterogeneities and potential
changes with time associated with injection or production are diffi-
cult to measure and are often ignored, so the associated location un-
certainty typically isnot estimated.

Quantifying and incorporating confidence and uncertainty in the
interpretation requires cross-disciplinary communication between
the geophysical practitioners, engineering interpreters, and end us-
ers. Withthe current level of commercial hydraulic-fracture projects
and the relative simplicity of the geomechanics models, it is likely
that these challengeswill be engaged first in hydraulicfracturing and
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pave the way for more widespread use of microseismicity for reser-
Voir monitoring.
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