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TLDR. Directly Assessing and alleviating class bias in UDA task without prior knowledge of distribution shift

Introduction

Mainstream Paradigm. Existing strategies are still 
heuristic and rely on the assumption that training and 

test domains share identical data and label distributions.
• Loss re-weighting assigns different weights to classes, 

making the model pay more attention to tail classes. 
• Sample re-sampling directly adjust the class sample 

distribution during training, proving more effective.

Distribution Shift. Class bias is complicated in UDA.
• Inherent class imbalance leads biased predictions towards 

head classes, studied as long-tail problem.
• Data and label distribution shifts lead to performance 

degradation that varies significantly across classes,  
resulting in different levels of adaptation difficulty.

Motivation

Logits distributions. we propose to assess the degree 
of class bias by analyzing the distribution of logits 
predicted by the network.
• Definition 1. Element in logits set matrix, ℳ𝑐𝑙:
                                 ℳ𝑐𝑙 = {𝑓𝜃(𝑥𝑖𝑗)[𝑙]|𝑦𝑖𝑗 = 𝑐}.

• Definition 2. Bias of network towards class 𝑙, Bias(𝑙):
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Theoretical insight: Aligned logits → unbiased predictions
Empirical analysis: Logit differences correlate with class bias.

Method

Experiments

Online logits adjustment tailored for self-training in UDA:
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Goal. Domain adaptive semantic segmentation aims to 
mitigate the performance degradation of  segmentation 
networks by transferring  knowledge from labeled source 
domains to unlabeled target domains.

BLDA. Our post-hoc logits adjustment method aligns the 
logits distributions of all classes with anchor distributions 
to achieve balanced prediction.
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Quantitative results on GTAv→ Cityscapes.

Visualization Results of Logits Distribution.

Qualitative results built with DAFormer.


