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TLDR. Utilize ECOC encoding to denoise pseudo-labels for label-scarce semantic segmentation at the bit level

Introduction

Goal. Domain-adaptive / semi-supervised semantic
segmentation aims to avoid laborious pixel-wise annotation
using annotated and unlabeled data simultaneously.

Mainstream Paradigm. Self-training and consistency
regularization generates pseudo labels for unlabeled data
as supervision, summarized as pseudo-label learning.

Problem. Pseudo-label learning under UDA/SSL improves
segmentation but suffers from noisy pseudo-labels; one-
hot encoding amplifies these errors during training.
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Motivation.
« One-hot limitations: Enforces hard class assignments,
ignores shared attributes among confusing classes.
- ECOC advantages: Enables bit error correction by large
Hamming distances, stabilizes learning via shared bits.
« Theoretical guarantee:
» In fully supervised settings, ECOC can serve as an
effective equivalent to one-hot encoding.
» In pseudo-label learning, ECOC exhibits greater
robustness with a tighter classification error bound.
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ECOC-based Dense Classification (Sec. 3.3)
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tion Criterion (Sec. 3.5)
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ECOC-based Dense Classification. Replace N -way
softmax with K independent sigmoid heads (K bits).
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Reliable Bit Mining. Extract reliable bits from code-wise
labels within candidates and fuse them with bit-wise labels,
obtain more robust pseudo -labels in a hybrld way:
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Optimization Criterion. Typically binary cross-entropy:
1

Lpce = =% ) €ty logp(klz) + (1 — ) log(1 — p(klz;)]
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* Pixel-code distance:

* Pixel-code contrast:
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Eerriments

Quantitative Results on GTAv— Cityscapes.
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GTAv— Cityscapes(Val.)
ProDA [100] C |87.8 560 79.7 46.3 448 456 53.5 535 88.6 452 82.1 70.7 39.2 88.8 455 504 1.0 489 564 7.5
CPSL [45] C 1923 595 849 457 29.7 528 615 59.5 879 41.6 850 73.0 355 904 48.7 739 26.3 53.8 539 60.8
TransDA [ 1] T [947 642 89.2 48.1 458 50.1 60.2 40.8 904 50.2 93.7 76.7 47.6 92.5 56.8 60.1 47.6 49.6 554 63.9
ADFormer [30]| T |96.7 75.1 88.8 57.5 459 45.6 554 59.8 902 45.6 92.1 70.8 43.0 91.0 789 79.3 68.7 52.7 65.0 69.2
CDAC [%13] T [97.1 787 91.8 59.6 57.1 59.1 66.1 722 91.8 53.1 945 794 51.6 946 849 87.8 78.7 649 67.6 193
DACS [7Y] C |899 397 879 39.7 39.5 385 464 528 88.0 440 88.8 67.2 358 845 457 502 0.2 273 340 52.1
+ECOCSeg C 956 71.8 90.2 378 314 448 50.8 58.8 904 503 913 68.6 235 91.2 498 554 88 152 938 54.542 .4
"DAFormer [34] | T [957 702 89.4 535 48.1 496 55.8 594 899 479 925 722 447 923 745 782 65.1 559 61.8| 683
+ECOCSeg T [96.7 756 894 54.0 514 55.1 594 619 90.1 466 900 715 424 928 79.7 854 79.1 60.0 58.2 70‘5T2 9
- MIC[35] | T [97.4 80.1 91.7 61.2 569 59.7 66.0 713 91.7 51.4 943 798 56.1 94.6 854 90.3 804 645 685| 759
+ECOCSeg T 1979 814 91.9 622 543 64.2 674 76.1 929 544 942 82.1 53.0 952 89.6 90.8 823 619 694|769+ ¢

Visualization Results of Reliable Bits.
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(a) Curve of bit count

(b) Visualization for reliable bit mining



