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TLDR. Bridging domains via controllable image degradation and time-aware semantic compensation

Introduction Theoretical Reinterpretation Semantic Shift Compensatlon. Add a time-conditioned
| | | | | diffusion encoder g' to disentangle t-specific shifts,
Goal. Domain adaptive semantic segmentation aims t0 Proposition (Attribute Loss and Time Step). 1) For supervised by reconstruction (£LR) and Degraded Image

mitigate the performance degradation of segmentation
networks by transferring knowledge from labeled source
domains to unlabeled target domains.

Mainstream Paradigm. Self-training dominates UDA.

« Teacher—student pipeline: teacher (EMA of student)
generates pseudo labels for unlabeled target images.

« Limitation: no explicit modeling of domain-shared
feature extraction.

Motivation. In diffusion forward process, fine-grained,
domain-specific attributes such as texture are lost with
less noise added (i.e., early time-steps), while coarse-
grained, domain-invariant attributes such as shape are
lost by adding more noise (i.e., late time-steps).
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Inspiration. Simple image degradation operations can

serve as effective priors for unsupervised domain bridging.

each attribute Z;, there exists a minimum time step Consistency (LPI€), with a reconstruction head h'.

t(Z;) such that Z; is lost with degree t at every t € -
(2) e T 7~ Experiments

{t(Z),..,T}. 2) There exists a set {B;}i_, such that
t(Z;) > t(Z;) whenever the distribution of ||x, — g; - x,|l Quantitative Results on Different Benchmarks.
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Qualitative Results on GTAv— Cityscapes.
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Performance Variation with the Degraded Level.

(a) Ablation for Inference Mode
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Degradation-based Intermediate Domains: Formalize - "
simple degradations as a forward diffusion process to - o
create continuous intermediate domains: . 8]
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