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Abstract

Mathematical reasoning is one of the crucial abilities of gen-
eral artificial intelligence, which requires machines to master
mathematical logic and knowledge from solving problems.
However, existing approaches are not transparent (thus not
interpretable) in terms of what knowledge has been learned
and applied in the reasoning process. In this paper, we pro-
pose a general Learning by Applying (LeAp) framework to
enhance existing models (backbones) in a principled way by
explicit knowledge learning. In LeAp, we perform knowledge
learning in a novel problem-knowledge-expression paradigm,
with a Knowledge Encoder to acquire knowledge from prob-
lem data and a Knowledge Decoder to apply knowledge for
expression reasoning. The learned mathematical knowledge,
including word-word relations and word-operator relations,
forms an explicit knowledge graph, which bridges the knowl-
edge “learning” and “applying” organically. Moreover, for
problem solving, we design a semantics-enhanced module
and a reasoning-enhanced module that apply knowledge to
improve the problem comprehension and symbol reasoning
abilities of any backbone, respectively. We theoretically prove
the superiority of LeAp’s autonomous learning mechanism.
Experiments on three real-world datasets show that LeAp im-
proves all backbones’ performances, learns accurate knowl-
edge, and achieves a more interpretable reasoning process.

1 Introduction
Mathematical reasoning is one of the core abilities and
signs of the intelligence level of general artificial intelli-
gence (Zhang, Wang et al. 2020). It requires machines to
grasp mathematical knowledge and logical thinking from
solving several mathematical problems (Lewkowycz et al.
2022; Seo et al. 2015). Among them, we specifically study
math word problems (MWP) in this paper, which is a funda-
mental reasoning task that has attracted much attention since
the 1960s (Feigenbaum, Feldman et al. 1963). Figure 1 il-
lustrates a toy example. Generally, a math word problem is
represented as a problem sentence (“Amy has ... have?”) that
poses a question requesting an unknown quantity. To solve
it, the machine needs to understand the verbal description
that contains words (e.g.,“Amy”) and quantities (e.g.,“2”),
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Figure 1: Learning and applying knowledge for MWP.

and then reason a mathematical expression (i.e.,“3×2+2”),
based on which finally get the answer (i.e.,“8”).

In the literature, traditional MWP solvers include rule-
based, statistic-based, and semantics parsing-based (Zhang,
Wang et al. 2020). In recent years, sequence to sequence
(Seq2Seq) framework has thrived in MWP task (Wang,
Liu, and Shi 2017; Lan et al. 2022), following a problem-
expression paradigm to translate problems into expressions,
where the existing work has focused on improving MWP in
two ways, including promoting problem understanding (Lin
et al. 2021; Kim et al. 2022) and improving expression rea-
soning (Zhang et al. 2020a; Cao et al. 2021). However, such
a problem-expression paradigm is still far from encompass-
ing human-like mathematical reasoning capacity, because it
lacks the processes of learning and applying explicit knowl-
edge. On one hand, according to the educational theory of
cognitivism (Mowrer 1960; Muhajirah 2020), humans ac-
quire explicit mathematical knowledge from solving prob-
lems (Liu et al. 2019), e.g., the word “times” is related to
the operator “×” and “apples” belongs to “fruits” from the
problem in Figure 1. On the other hand, humans produce
solutions for MWP by applying this knowledge in logical
thinking (Liang et al. 2018). It is necessary to integrate these
two processes organically into machines to build a stronger
AI (Tsatsou et al. 2021; de Penning et al. 2011).

From this perspective, existing MWP solvers have some
room for improvement. First, they ignore the learning pro-
cess of explicit knowledge. To be specific, the learned
knowledge of existing solvers is implicitly contained in the
parameters and network architectures, which is not transpar-
ent to humans. Second, the lack of applying explicit knowl-
edge (e.g., “times” is related to “×” in Figure 1) hinders
their reasoning ability and interpretability of how they rea-
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son the answers. More importantly, we emphasize that both
knowledge learning and applying are general human capa-
bilities (Huang et al. 2020a) that can benefit different MWP
solvers. To this end, this paper aims to construct a general
framework in which different MWP solvers can learn and
apply explicit knowledge to achieve better reasoning ability.

However, many challenges remain to be confronted. First,
there is no clear scheme of how to formalize the explicit
knowledge that is helpful for MWP and applicable to dif-
ferent solvers. Second, it is challenging to probe a learn-
ing mechanism that simulates how humans gain knowledge
from solving MWP, which meanwhile should be general
to work with different solvers. Third, we need to design a
general knowledge application mechanism based on distinct
solver architectures, which is underexplored nowadays.

To address these challenges, we propose a novel frame-
work named Learning by Applying (LeAp) for MWP,
which adopts a problem-knowledge-expression architecture.
In LeAp, we define two types of explicit and general math-
ematical knowledge, including word-word relations and
word-operator relations. Then, we implement LeAp by a
Variational AutoEncoder (VAE) that contains a Knowledge
Encoder and a Knowledge Decoder. Specifically, Knowl-
edge Encoder acquires knowledge from problem sentences,
and Knowledge Decoder applies the learned knowledge to
reason corresponding expressions. The combination of these
two components constitutes our novel “learning knowledge
by applying it” mechanism. The learned knowledge explic-
itly forms a knowledge graph in the middle and serves as
a bridge connecting the two components, which is transpar-
ent. Moreover, for MWP solving, we propose a semantics-
enhanced module and a reasoning-enhanced module in
Knowledge Decoder, which apply knowledge to promote
problem comprehension and symbol reasoning, respectively.
Our LeAp is a general framework that benefits existing
MWP solvers by improving their reasoning abilities. We
conduct extensive experiments by instantiating several back-
bone solvers in LeAp. The experimental results on three
datasets show the improvements of LeAp on answer reason-
ing, effect of knowledge learning, as well as reasoning inter-
pretability. The contributions of this paper are as follows:
• We propose a general Learning by Applying (LeAp)

framework to learn and apply explicit knowledge, where
existing MWP solvers can serve as its backbone and ben-
efit from it to improve reasoning ability.

• We design a novel semantics-enhanced module and a
novel reasoning-enhanced module for knowledge appli-
cation, which enhance existing MWP solvers on both an-
swer accuracy and reasoning interpretability.

• We theoretically analyze the superiority of our au-
tonomous knowledge learning mechanism in LeAp and
experimentally validate its effectiveness.

2 Related Work
In this section, we summarize the related work as follows.

Math Word Problems. Early efforts to solve MWP range
from rule-based methods (Bakman 2007; Fletcher 1985),
statistic-based methods (Hosseini et al. 2014; Mitra and

Baral 2016), to semantics parsing-based methods (Koncel-
Kedziorski et al. 2015; Shi et al. 2015). They are character-
ized by relying on manually crafted rules, machine learn-
ing models, and semantic structure of problems, respec-
tively. Recently, Wang et al. (2017) first proposed a seq2seq
model that translated the problem sentence into expression,
following a problem-expression paradigm. Based on such
a manner, we summarize advanced methods into two cat-
egories: semantics-focused and reasoning-focused. Specifi-
cally, semantics-focused methods aim to promote the com-
prehension of problems with advanced networks (e.g., graph
neural networks (Zhang et al. 2020b), pre-trained language
models (Liang et al. 2021; Shen et al. 2021; Kim et al. 2022;
Yu et al. 2021; Huang et al. 2021)), or additional informa-
tion (Lin et al. 2021; Wu, Zhang, and Wei 2021; Huang
et al. 2020b). For example, Zhang et al. (2020b) proposed
Graph2Tree to capture the relationships and order informa-
tion among quantities. Reasoning-focused methods aim to
improve the expression reasoning process (Wang et al. 2019;
Shen and Jin 2020; Cao et al. 2021; Jie, Li, and Lu 2022),
such as GTS (Xie and Sun 2019) that applied the goal-driven
decomposition mechanism to reason an expression tree. Be-
sides, Shen et al. (2020) produced an ensemble of multiple
encoders and decoders, combining their advantages in both
semantic understanding and reasoning.

Knowledge Learning and Applying. One of our most
crucial targets is that LeAp can learn and apply explicit
knowledge for MWP. Thus, we summarize the related work
regarding knowledge learning and knowledge applying, re-
spectively. For knowledge learning, it expects machines to
gain knowledge from data (de Penning et al. 2011; Lab-
hishetty et al. 2022). Since our knowledge in LeAp forms
an explicit knowledge graph, a relevant task is link predic-
tion (Chen et al. 2021; Cai and Ji 2020) (or knowledge graph
completion (Bansal et al. 2019; Cheng et al. 2021)), which
generally learns unknown knowledge (edges) in a knowl-
edge graph with the existing edges. For example, Bordes et
al. (2013) considered the semantics of knowledge and inter-
preted it as translation operation. Pei et al. (2019) captured
the structure information and the long-range dependencies
via a novel geometric perspective. Some researchers also
investigate learning other types of knowledge, e.g., back-
ground knowledge (Peyrard and West 2020), logic knowl-
edge (Dai and Muggleton 2021), and implicit knowledge
in pre-trained language models (Petroni et al. 2019). For
knowledge applying, various types of knowledge have been
applied in many machine learning tasks, such as conversa-
tion generation (Zhou et al. 2018), question answering (Liu
et al. 2021), and recommender systems (Xia et al. 2021).
Some special forms of knowledge (e.g., logic rules (Qu and
Tang 2019), mathematical property (Pei et al. 2020)) have
also played an important role in many studies. We refer the
readers to a more detailed survey conducted by Laura von
Rueden et al. (2021). Especially, Wu et al. (2020) made a ba-
sic attempt to incorporate an external manually constructed
knowledge base for MWP task.

Different from previous studies on knowledge learning,
our LeAp gains mathematical knowledge by applying it to
reason answers. Compared with existing work on MWP,
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Problem-Knowledge Knowledge-Expression

Figure 2: The architecture of LeAp, which operates in a problem-knowledge-expression paradigm.

it is a general framework that empowers different solvers
with explicit knowledge learning and applying in a novel
problem-knowledge-expression paradigm, further improving
their reasoning abilities. Besides, we propose a semantics-
enhanced module and a reasoning-enhanced module in
LeAp to apply knowledge for MWP solving, which bring
better answer accuracy and reasoning interpretability.

3 LeAp: Learning by Applying
In this section, we first formally define our problem and then
introduce the architecture of our LeAp in details.

3.1 Problem Definition
A MWP dataset is denoted as D = (X,Y ), where X is the
set of problem sentences and Y is the set of corresponding
expressions. Specifically, XP = {w1, ..., wn} ∈ X is a se-
quence of n word tokens and numeric values of problem P ,
where wi is either a word token (e.g., “Amy” in Figure 1)
or a numeric value (e.g., “2”). YP = {y1, ..., ym} ∈ Y is a
sequence of m symbols. Each symbol yi comes from a tar-
get vocabulary VP composed of the operator set VO (e.g.,
{+,×,−,÷}), numeric constant set VN (e.g., π), and nu-
meric values NP in XP , i.e., VP = VO∪VN ∪NP . Note that
different problems may have different VP since NP varies
with P . The goal of MWP is to train a solver that reads the
problem sentence XP , generates a valid mathematical ex-
pression YP , and gets a numeric answer aP based on YP .

The knowledge Z we consider is explicitly represented as
a mathematical knowledge graph. Its vertices include words
and operators, and the knowledge we focus on is the exis-
tence of its edges. Specifically, we formalize Z as word-
word relation wwi,j and word-operator relation woi,c, i.e.,
Z = {wwi,j , woi,c|i, j = 1, ..., N ; c = 1, ..., C}, where N
and C are the number of words and operators in MWP task.
wwi,j describes the relationship between words wi and wj

(e.g., “apples” belongs to “fruits”), while woi,c captures the
one between word wi and operator oc (e.g., “times” is related
to “×”). Both wwi,j and woi,c are set as binary variables,
which equal 1 if there exists knowledge between word wi

and word wj (or operator oc), and 0 otherwise. Please note
that our formulation can be easily extended to incorporate
multiple relationships (edges) between words and operators,
such as hypernymy and antonymy (Shehata 2009).

Our goal is to build a framework that (1) learns mathemat-
ical knowledge Z from solving MWP; (2) applies knowl-
edge Z to reason the answers for MWP. These two goals are
coupled with each other and achieved collaboratively.

3.2 LeAp Architecture
Intuitively, the educational theory of cognitivism (Mowrer
1960; Muhajirah 2020) indicates that a learner fosters a
strong connection to the knowledge (e.g., “times” is re-
lated to “×”) by directly applying it (e.g., solve the problem
in Figure 1). Drawing this insight, we construct our LeAp
framework with a novel problem-knowledge-expression ar-
chitecture to achieve the mechanism of “learning knowl-
edge by applying it”. Specifically, the problem-knowledge
process acquires knowledge from problem data, and the
knowledge-expression process applies this knowledge to rea-
son expressions for answers, which further guides to learn
reasonable knowledge autonomously. To this end, we for-
malize LeAp as a Variational AutoEncoder (VAE) (Kingma
and Welling 2013), which is shown in Figure 2. It consists
of three main parts: (1) a Knowledge Encoder Pφ(Z|X)
that acquires knowledge Z from problem sentences X =
{XP } (problem-knowledge); (2) a Knowledge Decoder
Pθ(Y |Z,X) that reasons the expressions Y = {YP } based
on X and Z (knowledge-expression); (3) a knowledge prior
P (Z) of Z. The training objective of LeAp is to maximize
the Evidence Lower Bound (ELBO):

L = EPφ(Z|X) [logPθ(Y |Z,X)]︸ ︷︷ ︸
L1

−KL (Pφ(Z|X)∥P (Z))︸ ︷︷ ︸
L2

, (1)

where the first term L1 optimizes the performance of MWP
solving, and the second term L2 regularizes the knowledge
learning results. In the following, we will introduce the de-
tails of Knowledge Encoder Pφ(Z|X), Knowledge Decoder
Pθ(Y |Z,X), and the knowledge prior P (Z) in turn.

Knowledge Encoder. Knowledge Encoder Pφ(Z|X)
aims at acquiring explicit knowledge Z from the problem
sentence set X as shown in Figure 2, which operates the
problem-knowledge process. Since wwi,j , woi,c ∈ Z are bi-
nary, we map each word wi and operator oc to the vector
wi,oc ∈ Rd respectively (d is the dimension), and feed
wi,wj ,oc into different networks to encode their Bernoulli
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distributions. Formally, we model Knowledge Encoder as:

Pφ(wwi,j |X) = Bernoulli (σ (f1 ([wi,wj ]))) ,

Pφ(woi,c|X) = Bernoulli (σ (f2 ([wi,oc]))) ,
(2)

where σ is the sigmoid function, f1 and f2 are neural net-
works that transform the concatenation [·] of wi,wj and
wi,oc, respectively. Note that f1, f2 can be implemented
ranging from MLP to pre-train language models (Petroni
et al. 2019). Since we focus more on learning knowledge
from MWP, we do not emphasize their difference and adopt
MLP (Kipf et al. 2018) for simplicity.

During training, Knowledge Encoder Pφ(Z|X) needs to
sample Z to estimate EPφ(Z|X) [logPθ(Y |Z,X)], i.e., L1

in Eq. (1). However, it is hard to use reparameterization to
backpropagate the derivatives since wwi,j , woi,c ∈ Z are
binary (Kipf et al. 2018). Therefore, we adopt a continuous
approximation of Eq. (2) when optimizing Eq. (1):

wwi,j = σ ((f1 ([wi,wj ]) + gi,j)/τ) ,

woi,c = σ ((f2 ([wi,oc]) + gi,c)/τ) ,
(3)

where {gi,j , gi,c} are i.i.d. sampled from Gumbel(0, 1) dis-
tribution (Jang, Gu, and Poole 2016). τ is a temperature pa-
rameter that controls the degree of approximation.

Knowledge Decoder. Knowledge Decoder Pθ(Y |Z,X)
applies the knowledge Z acquired by Knowledge Encoder
to reason expressions Y , which operates the knowledge-
expression process in Figure 2. Here, we aim to design a
general knowledge application mechanism that benefits dif-
ferent solvers (e.g., Seq2Seq, GTS), rather than propose
a special solver architecture. Specifically, we contribute
a semantics-enhanced module and a reasoning-enhanced
module in Knowledge Decoder, which apply knowledge to
improve problem understanding and symbol reasoning, re-
spectively. In the following, we first unify the architecture
of most existing solvers into “Backbone Solver”. Then, we
explain the details of our proposed modules.

Backbone Solver. Given problem P , a backbone solver
first reads the problem sentence XP = {w1, ..., wn}, and
then generates word representations H = {h1, ...,hn} and
an initial reasoning state s1 by:

(H, s1) = Sol-Enc({wi, i = 1, ..., n}). (4)

Sol-Enc conducts problem understanding and captures
many existing models in different solvers. It can be formal-
ized ranging from RNN (e.g., GTS, TSN-MD), BERT (e.g.,
MWP-BERT), to specific MWP encoder (e.g., Graph2Tree).
Then, the backbone solver generates the expression YP =
{y1, ..., ym} for P step by step. Specifically, at step t (t =
1, ...,m), it reasons symbol yt by:

Pθ(yt | y1, ..., yt−1, P ) = Sol-Dec(st, e(yt), options). (5)

In Sol-Dec, st is the reasoning state at step t (s1 at step 1
comes from Eq. (4)). e(yt) is the embedding of symbol yt,
which equals oc if yt is operator oc, or hi if yt is a num-
ber wi ∈ NP . options are some optional terms. Specifically,
the meanings of Sol-Dec, st, and options vary with differ-
ent solvers. For example, in Seq2Seq, Sol-Dec represents the
output gate of LSTM, st is the hidden state, and options = ∅.

After generating symbol yt, the backbone solver derives
the next reasoning state st+1 with another solver-specific
network f3 (e.g., f3 represents the forget gate in Seq2Seq):

st+1 = f3(st, e(yt), options). (6)

Readers can refer to the original papers for more details
of different backbone solvers summarized in Section 2.

Semantics-enhanced Module. LeAp improves problem
comprehension with a semantics-enhanced module for ap-
plication of word-word knowledge wwi,j ∈ Z (e.g., under-
stand “how many fruits” in Figure 1 via the knowledge “ap-
ples” belongs to “fruits”), which is independent of specific
backbone solvers. Specifically, for problem P , (1) we con-
struct a graph SEP as shown in Figure 2 by taking the words
in P as vertices and their knowledge {wwi,j |i, j = 1, ..., n}
from Z as edges. Thus, SEP can be seen as a subgraph of
our overall explicit knowledge Z; (2) we get word represen-
tations H by the original backbone according to Eq. (4); (3)
we utilize a GCN to pass the message on SEP to obtain H′

that fuses the relational knowledge:
H′ = AE · ReLU(AE ·H ·W1 + b1) ·W2 + b2, (7)

where AE ∈ Rn×n is the adjacency matrix of SEP ,
W1,W2, b1, b2 are trainable parameters.

Reasoning-enhanced Module. Now, we introduce how
LeAp improves symbol reasoning with our proposed
reasoning-enhanced module that applies both word-word
knowledge and word-operator knowledge wwi,j , woi,c ∈ Z.
Intuitively, word “times” in a problem sentence can encour-
age a solver to correctly reason symbol “×” through the re-
lational knowledge woi,c between “times” and “×”, whose
location in the expression can be refined based on how fo-
cused the solver is on “times”. Thus, to guide the reasoning
at step t, we first establish temporary relationships wsti be-
tween current reasoning state st and all words in P by:

wsti =
exp (f4 (st,h

′
i))∑

j exp
(
f4

(
st,h′

j

)) ,
f4

(
st,h

′
i

)
= v⊤ tanh

(
W3 ·

[
st,h

′
i

])
,

(8)

where v, W3 are learnable parameters.
Then, combining st and knowledge Z, we construct an-

other graph REt
P for problem P . As depicted in Figure 2,

its vertex set contains reasoning state st, words H′ =
{h′

1, ...,h
′
n} of P , and all operators O = {o1, ...,oC}. The

edge set is composed of wsti and knowledge wwi,j , woi,c.
On REt

P , we propagate the information from st to enhance
operator representations by:

Ht = AE · ReLU(AE · [wst · st,H
′] ·W4 + b4) ·W5 + b5,

Ĥt = Ht + LayerNorm(Ht),

Ot = LayerNorm(ReLU(AD · Ĥt·W6 + b6)), (9)

Ôt = ReLU([Ot,O] ·W7+b7),

O′ = O+ LayerNorm(Ôt),

where AD ∈ RC×n is the adjacency matrix of REt
P ,

W∗, b∗ are weight matrices and biases.
When reasoning symbol yt in Eq. (5), e(yt) is chosen as

o′
c ∈ O′ in Eq. (9) if yt is operator oc, or h′

i ∈ H′ in Eq. (7)
if yt is number wi. Finally, the symbol representation e(yt)
enhanced with knowledge Z is used to generate the next rea-
soning state st+1 by Eq. (6), and REt

P evolves to REt+1
P .
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Prior of Knowledge. The prior P (Z) controls the known
information for LeAp. Since knowledge wwi,j , woi,c ∈ Z
is binary, it is natural to take the following Bernoulli distri-
bution as the prior of Z and set δ1 = 0.1 for sparsity.

wwi,j ∼ Bernoulli(δ1), woi,c ∼ Bernoulli(δ1). (10)

We design the prior P (Z) to simulate a real learner. In
practice, a learner may obtain different reasoning perfor-
mances for MWP with different knowledge backgrounds.
For example, a junior high school student has better reason-
ing ability than a primary school student. Thus, we can set
a higher δ1 = 0.5 for knowledge that a learner has mas-
tered, which we can simulate by introducing part of (e.g.,
α = 20%) edges of an external knowledge base. With such
prior, LeAp can also be guided to learn similar knowledge,
thus alleviating the problem of capturing false correlations.

In summary, our LeAp framework has the following ad-
vantages. First, LeAp is general to take different MWP
solvers as the backbone, enabling them not only to learn
reasonable knowledge but also to gain better reasoning abil-
ity. Second, LeAp adopts a problem-knowledge-expression
architecture, where knowledge Z explicitly forms a knowl-
edge graph. Therefore, both its learning results and apply-
ing methods are more interpretable compared with previ-
ous methods that follow the problem-expression paradigm.
Third, in the prior of knowledge Z, we can set different α to
investigate problem solving effects of learners with variable
background, which is further visualized in Section 5.3.

4 Theoretical Analyses
In brief, our LeAp learns mathematical knowledge from
problems and applies it to solve MWP, naturally construct-
ing an explicit knowledge graph (KG) as shown in Figure 2.
Comparatively, a straightforward way to learn a KG is the
link prediction task (LP) (Chen et al. 2021; Cai and Ji 2020),
which predicts the edge between each pair of vertices di-
rectly. In this section, we investigate deeper into how LeAp
is superior in its autonomous learning mechanism compared
with LP. Here, we unify some important notations without
loss of generality. Specifically, we use zi,j ∈ Z to represent
the knowledge between vertices i and j in the KG, including
word-word relation wwi,j and word-operator relation woi,c.
X represents the embeddings of vertices, including words
{wi} and operators {oc}.

Before detailed derivation, we first assume that the knowl-
edge Z is helpful for solving MWP, because we cannot ex-
pect to gain knowledge irrelevant to mathematical reason-
ing (e.g., chemistry knowledge) from solving mathematical
problems. Thus, we give the following definition:

Definition 1. Effective knowledge Z: ∀zi,j ∈ Z,

[Pθ(Y |zi,j = 1, X)−Pθ(Y |zi,j = 0, X)]·(2ri,j−1) > 0. (11)

ri,j is the ground-truth label of zi,j , equalling 1 if there
exists true knowledge (i.e., edge) between i and j, and 0
otherwise. Pθ is the Knowledge Decoder of LeAp. In Def-
inition 1, if there exists knowledge between i and j (i.e.,
ri,j = 1), Knowledge Decoder can better reason the ex-
pressions Y by applying zi,j = 1 than zi,j = 0. On the
contrary, it will introduce redundancy if we treat the false

knowledge (i.e., ri,j = 0) as true (i.e., zi,j = 1), and thus
Pθ(Y |zi,j = 1, X) < Pθ(Y |zi,j = 0, X) at this time.

Based on the “Effective knowledge” assumption, we an-
alyze the difference between our LeAp and LP. Recall that
LP learns knowledge with a model Pφ(zi,j |X), which calcu-
lates the posterior probability of Z given X from a Bayesian
perspective. Comparatively, LeAp learns knowledge from
reasoning expressions Y based on X . Thus, we investigate
• (1) Whether the optimization objective of LeAp in

Eq. (1) optimizes the posterior Pφ(zi,j|X,Y )

• (2) If (1) holds, whether Pφ(zi,j|X,Y ) is larger (i.e.,
more accurate) than Pφ(zi,j|X)

Here, we consider a simplified setting to train LeAp with
parameters being initialized with φLP , XLP from a trained
LP model. Under such setting, we have two theorems that
answer the two questions above, respectively.

Theorem 1. Assume Pφ(zi,j = ri,j |X) > δ(X)
holds in a neighborhood U of (φLP , XLP ) and knowl-
edge Z is effective. Then, for each zi,j ∈ Z, maximiz-
ing the objective of MWP solving in Eq. (1), i.e., L1 =
EPφ(zi,j |X)[logPθ(Y |zi,j , X)], is equivalent to maximizing

L3 = ri,j · Pθ(Y |zi,j = 1, X) · Pφ(zi,j = 1|X)+

(1− ri,j) · Pθ(Y |zi,j = 0, X) · Pφ(zi,j = 0|X) (12)

in U , where δ(X) ≜ max { 1

1+
β(1−ri,j ,ri,j ,c)

β(ri,j ,1−ri,j ,c)

}|c=θ,xi∈X ,

and β(a, b, c) ≜ Pθ(Y |zi,j = a,X) · ∥∂Pθ(Y |zi,j=b,X)
∂c ∥.

Proof. The basic idea is to verify that the inner product of
the derivatives of L1 and L3 is positive for each parameter
in LeAp. Thus, under a first order Taylor approximation, the
gradient direction of L1 implicitly optimizes L3. On this ba-
sis, the entire proof consists of three parts of verification for
Knowledge Encoder φ, Knowledge Decoder θ, and vertex
embeddings X respectively. Here ⟨, ⟩ represents the inner
product of two vectors.

1) For φ in Knowledge Encoder, ⟨∂L1

∂φ , ∂L3

∂φ ⟩ =

(2ri,j − 1) · ln Pθ(Y |zi,j = 1, X)

Pθ(Y |zi,j = 0, X)
· ∥∂Pφ(zi,j = 1|X)

∂φ
∥2. (13)

According to the definition of “Effective knowledge” in
Eq. (11), ⟨∂L1

∂φ , ∂L3

∂φ ⟩ ≥ 0 always holds.
2) For θ in Knowledge Decoder, when ri,j = 1, we can

derive that ⟨∂L1

∂θ , ∂L3

∂θ ⟩ =

∥∂Pθ(Y |zi,j = 1, X)

∂θ
∥2 · Pφ(zi,j = 1|X)2

Pθ(Y |zi,j = 1, X)
+

⟨∂Pθ(Y |zi,j = 0, X)

∂θ
,
∂Pθ(Y |zi,j = 1, X)

∂θ
⟩·

Pφ(zi,j = 0|X) · Pφ(zi,j = 1|X)

Pθ(Y |zi,j = 0, X)
>

∥∂Pθ(Y |zi,j = 1, X)

∂θ
∥ · Pφ(zi,j = 1|X) · β(1, 0, θ)·

Pφ(zi,j = 1|X) · β(0,1,θ)
β(1,0,θ)

− Pφ(zi,j = 0|X)

Pθ(Y |zi,j = 1, X) · Pθ(Y |zi,j = 0, X)
. (14)

Given the condition Pφ(zi,j = ri,j |X) > δ(X), it is easy to
verify that Pφ(zi,j = 1|X) · β(0,1,θ)β(1,0,θ) > Pφ(zi,j = 0|X), and

thus ⟨∂L1

∂θ , ∂L3

∂θ ⟩ > 0 in U . The proof for ri,j = 0 is similar.
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3) For xi ∈ X , we also report the result of ri,j = 1. Since
LeAp is initialized with a trained LP model, (φLP , XLP )
can be seen as a locally optimal solution of Pφ(zi,j = 1|X),
and thus ∂Pφ(zi,j=1|X)

∂xi
≈ 0 holds in U . Based on it, we can

derive that ⟨∂L1

∂xi
, ∂L3

∂xi
⟩ ≈

∥∂Pθ(Y |zi,j = 1, X)

∂xi
∥2 · Pφ(zi,j = 1|X)2

Pθ(Y |zi,j = 1, X)
+

⟨∂Pθ(Y |zi,j = 1, X)

∂xi
,
∂Pθ(Y |zi,j = 0, X)

∂xi
⟩·

Pφ(zi,j = 0|X) · Pφ(zi,j = 1|X)

Pθ(Y |zi,j = 0, X)
>

∥∂Pθ(Y |zi,j = 1, X)

∂xi
∥ · Pφ(zi,j = 1|X) · β(1, 0,xi)·

Pφ(zi,j = 1|X) · β(0,1,xi)
β(1,0,xi)

− Pφ(zi,j = 0|X)

Pθ(Y |zi,j = 1, X) · Pθ(Y |zi,j = 0, X)
. (15)

Similar to Eq. (14), it is easy to verify that Eq. (15) is
larger than 0, and thus ⟨∂L1

∂xi
, ∂L3

∂xi
⟩ > 0 in U . □

In Theorem 1, we further notice that L3 can be rewritten
as P (Y |zi,j = ri,j , X) ·P (zi,j = ri,j |X) if Pφ(zi,j |X) and
Pθ(Y |zi,j , X) reconstruct the true distribution P (zi,j |X)
and P (Y |zi,j , X) behind dataset D. Thus, L3 is equivalent
to the following posterior, answering our question (1):

P (zi,j = ri,j |X,Y )

=
P (Y |zi,j = ri,j , X) · P (zi,j = ri,j |X) · P (X)

P (X,Y )
.

(16)

Theorem 2. Under the assumption of “Effective knowl-
edge”, the following inequality holds:

P (Y |zi,j = ri,j , X) · P (X)

P (X,Y )
> 1. (17)

Proof. P (X,Y ) can be rewritten as

P (X) · [P (Y |zi,j = ri,j , X) · P (zi,j = ri,j |X)+

P (Y |zi,j = 1− ri,j , X) · P (zi,j = 1− ri,j |X)].
(18)

According to the “Effective knowledge” assumption,
P (Y |zi,j = 1 − ri,j , X) < P (Y |zi,j = ri,j , X). There-
fore, Eq. (18) is less than

P (X) · [P (Y |zi,j = ri,j , X) · P (zi,j = ri,j |X)+

P (Y |zi,j = ri,j , X) · P (zi,j = 1− ri,j |X)]

= P (X) · P (Y |zi,j = ri,j , X),

(19)

i.e., inequality. (17) holds. □
Based on Theorem 2 and Eq. (16), P (zi,j = ri,j |X,Y ) >

P (zi,j = ri,j |X), supporting our question (2). In summary,
we conclude that: According to Theorem 1, in LeAp, the
autonomous mechanism of learning knowledge from solv-
ing MWP is to optimize the posterior P (zi,j = ri,j |X,Y )
by L1 in Eq. (1). Such a mechanism is more accurate than
a straightforward link prediction model P (zi,j = ri,j |X)
since it achieves a higher probability according to Theo-
rem 2. Notably, LeAp’s superiority lies in the mechanism
to calculate the posterior probability based on the informa-
tion (i.e., Y ) provided by solving MWP, instead of obtaining
better parameters φ,X .

5 Experiments
5.1 Experimental Setup
Datasets. We use three datasets in experiments: Math23K,
MAWP, and SVAMP. Specifically, Math23K (Wang, Liu,
and Shi 2017) is a Chinese dataset that contains 23, 162
problems that have only one variable. We use its the pub-
lished dataset partition for experiments. MAWPS (Roy and
Roth 2017) is an English dataset. We select 2, 373 prob-
lems with only one unknown variable and conduct 5-fold
cross-validation. SVAMP (Patel, Bhattamishra, and Goyal
2021) is a test dataset that contains 1, 000 more difficult
problems than MAWPS. Following Patel et al. (2021), mod-
els are trained on the combination of MAWPS and another
ASDiv-A dataset and tested on the problems in SVAMP.
Baselines. We take the following SOTA models as the
baselines, i.e., the basic Seq2Seq, semantics-focused meth-
ods (Graph2Tree, HMS), reasoning-focused methods (GTS,
TSN-MD), and ensemble-based method (Multi-E/D). Our
LeAp is a general framework, and thus we take all of them
as the backbones to evaluate its effectiveness and generality.

• Seq2Seq (Luong, Pham, and Manning 2015) adopts a
BiLSTM encoder and a LSTM decoder with attention to
translate a problem sentence into an expression.

• Graph2Tree (Zhang et al. 2020b) builds and encodes
two quantity-related graphs to enrich problem under-
standing with quantity information.

• HMS (Lin et al. 2021) captures problem semantics fol-
lowing a word-clause-problem hierarchy.

• GTS (Xie and Sun 2019) proposes a goal-driven decom-
position mechanism to reason the expression tree.

• TSN-MD (Zhang et al. 2020a) generates diverse candi-
date expressions with a multiple-decoder network.

• Multi-E/D (Shen and Jin 2020) is an ensemble of
sequence-based encoder/decoder with graph-based en-
coder/decoder to obtain better semantics and reasoning.

Implementation Details. For Knowledge Encoder Pφ, the
dimension of embeddings d is 128. The temperature parame-
ter τ in Eq. (3) decreases from 0.5 to 0.1 during training. For
Knowledge Decoder Pθ, all backbone solvers are optimized
with their original parameter settings. Other parameters are
initialized randomly and trained with Adam (Kingma and
Ba 2014) with dropout probability 0.5. Words with less than
5 occurrences are converted to a special token “UNK”. All
experiments are run on a Linux server with four 2.30GHz
Intel Xeon Gold 5218 CPUs and a Tesla V100 GPU. Our
codes are available at https://github.com/bigdata-ustc/LeAp.

5.2 Performance on Answer Reasoning
We verify the effectiveness of LeAp in improving the rea-
soning ability of backbones for MWP, using answer accu-
racy as the metric since there may be many correct expres-
sions for the same problem. The predicted expression is con-
sidered correct if its calculated value equals the true answer.

In Table 1, we first report the performances of all back-
bones in their original version (“ORI”) and with our LeAp
framework (“LeAp”). From Table 1, we observe that LeAp
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Math23K MAWPS SVAMP
ORI LeAp LeAp-EK ORI LeAp LeAp-EK ORI LeAp LeAp-EK

Seq2Seq 0.640 0.660∗∗ 0.652∗∗ 0.797 0.803 0.807∗ 0.200 0.236∗∗∗ 0.220∗∗∗

Graph2Tree 0.774 0.779∗ 0.782∗∗ 0.837 0.852∗∗ 0.849∗∗ 0.319 0.341∗∗∗ 0.325∗

HMS 0.761 0.769 0.765 0.803 0.812∗ 0.805 0.179 0.196∗∗ 0.191∗∗

GTS 0.756 0.772∗∗ 0.767∗∗ 0.826 0.834∗∗ 0.830∗ 0.277 0.285 0.279
TSN-MD 0.774 0.786∗∗ 0.778∗ 0.844 0.853∗ 0.848 0.290† 0.302∗∗ 0.294∗

Multi-E/D 0.784 0.791∗ 0.793∗∗ / / / / / /

Table 1: Answer accuracy (∗ ∗ ∗ : p ≤ 0.001, ∗∗ : p ≤ 0.01, ∗ : p ≤ 0.05). †: implemented by MTPToolkit (Lan et al. 2022).

LeAp Math23K MAWPS SVAMP
(backbone) w/o SE w/o RE w/o SE w/o RE w/o SE w/o RE
Seq2Seq 0.645 0.648 0.798 0.802 0.210 0.228

Graph2Tree 0.778 0.776 0.846 0.845 0.335 0.328
HMS 0.766 0.762 0.809 0.801 0.193 0.189
GTS 0.770 0.761 0.830 0.830 0.265 0.284

TSN-MD 0.782 0.783 0.847 0.852 0.293 0.300
Multi-E/D 0.790 0.788 / / / /

Table 2: Ablation study on reducing semantics-enhanced module (“w/o SE”) or reasoning-enhanced module (“w/o RE”). The
performance of LeAp is referred in Table 1.

improves the answer accuracy of all backbones, and by ap-
plying paired t-test, the improvements are statistically signif-
icant with p ≤ 0.001 ∼ 0.05. It demonstrates that LeAp can
enhance the mathematical reasoning ability of MWP solvers
by enabling them to autonomously learn explicit knowledge
from problem solving and apply it to generate answers.

Second, to assess the effect of knowledge application,
we design a variation of LeAp, named “LeAp-EK”, by
directly applying knowledge Z from external knowledge
bases in Knowledge Decoder. We select HowNet (Dong and
Dong 2006) as the knowledge base for Math23K and Con-
ceptNet (Speer, Chin, and Havasi 2017) for MAWPS and
SVAMP. As we can see, the performances of “LeAp-EK”
are also significantly better than “ORI”. It shows the appli-
cability of Knowledge Decoder that applies knowledge for
different solvers and further verifies the reasonability of our
“Effective knowledge” assumption in Section 4.

Third, “LeAp” outperforms “LeAp-EK” in almost all
cases. That is probably because LeAp learns additional
word-operator knowledge and our theoretical results guar-
antee that effective knowledge for MWP can be acquired.
Thus, it reflects the importance and benefits of LeAp’s learn-
ing mechanism to gain knowledge autonomously.

Ablation Study. Here, we highlight the advantages of
our semantics-enhanced module in Eq. (7) and reasoning-
enhanced module in Eq. (9) for knowledge application.
Combing Table 1 and Table 2, the accuracy of reduc-
ing semantics-enhanced (“w/o SE”) or reasoning-enhanced
(“w/o RE”) degrades for all models, proving that they are
necessary for LeAp to solve MWP while also having su-
perior generality. Besides, the performances of LeAp “w/o
SE” are higher than “w/o RE” for semantics-focused meth-
ods (e.g., Graph2Tree). It indicates that the learned knowl-
edge may be more useful to reason symbols for methods that
have captured strong semantics. The opposite results appear
for reasoning-focused solvers (e.g., TSN-MD). Thus, these

LeAp word-word pairs word-operator pairs(backbone)

Seq2Seq
house-home total-“+”

egg-food selling-“−”
add-all pieces-“×”

Graph2Tree
apple-fruit more-“+”
sale-buy times-“×”
give-hold gave-“−”

HMS
person-people leftover-“+”

more-total other-“+”
more-another add-“+”

GTS
potato-food earned-“+”
apple-fruit rate-“÷”
piece-part added-“+”

TSN-MD
per-each give-“−”
store-sale costs-“−”
red-blue borrowed-“+”

Table 3: Top 3 knowledge (word-word/operator pairs) of
LeAp with different backbones on MAWPS.

two modules are suitable for different types of backbones.

5.3 LeAp Analysis
Knowledge learning. Now, we assess the quality of ex-
plicit knowledge Z learned by LeAp. Our idea is to rank
wwi,j , woi,c ∈ Z after training and expect the reason-
able one to be at the top. We visualize the top 3 word-
word/operator pairs in Table 3 and clearly see that LeAp
gains reasonable knowledge with different backbones (e.g.,
LeAp (Seq2Seq) learns that “house” is related to “home”
and “total” is related to “+”).

Further, we conduct a quantitative evaluation by introduc-
ing α = 20% of external knowledge bases (i.e., HowNet and
ConceptNet) as the prior for word-word knowledge wwi,j

(there is no external knowledge base for woi,c) and calculat-
ing Precision@50 based on the rest 80%, because we fo-
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Co-occur TF-IDF LP

Seq2Seq Graph2Tree HMS GTS TSN-MDLeAp Multi-E/D

Figure 3: Precision@50 of word-word relations wwi,j .

Seq2Seq Graph2Tree GTSLeAp

Figure 4: Answer accuracy with α = 0%, 20%, 40%, 60%.

cus more on the knowledge accuracy. Here, We introduce
three classic baselines. “Co-occur” determines the weight
between two words by their co-occurrence frequency in
all problems. “TF-IDF” calculates the cosine similarity be-
tween words by their TF-IDF values. “LP” is a model with
the same architecture as Knowledge Encoder. It is trained on
the same 20% knowledge in the prior of LeAp.

From Figure 3, our LeAp performs better than all base-
lines, no matter taking which backbone solver. It reflects the
superiority and robustness of LeAp’s autonomous learning
mechanism. Especially, LeAp outperforms LP, justifying the
rationality of our theoretical analyses in Section 4.

Knowledge prior. To simulate learners with different
backgrounds, we take α = 0%, 20%, 40%, 60% of exter-
nal knowledge bases in the prior P (Z) and evaluate the
performance of LeAp on MWP solving, with Seq2Seq,
Graph2Tree, and GTS as the backbone. From Figure 4, with
the increase of α, the answer accuracy of LeAp shows an in-
creasing trend, just as a human learner with a richer knowl-
edge foundation can better carry out mathematical reason-
ing. Besides, when α = 0%, LeAp still outperforms the
original backbones (“ORI”) in Table 1. It demonstrates the
flexibility of our LeAp to learn knowledge from scratch.

Case Study. Further, we conduct case study to illustrate
the interpretable reasoning process of LeAp (Graph2Tree
as the backbone). In Figure 5, we report the problem
sentence, the prefix expressions reasoned by Graph2Tree
and LeAp (Graph2Tree), and the word-operator knowledge
woi,c learned by LeAp. For both cases, we can see that the
original Graph2Tree makes mistakes at reasoning step t = 1.
Comparatively, by applying the learned knowledge woi,c be-
tween “times” and “×”, “more” and “+”, LeAp corrects
such errors and reasons “×” and “+” accurately. Notably,
the knowledge woi,c is fixed during the reasoning process.
When to use this knowledge is controlled by how focused
LeAp is on the words “times” and “more”, measured by wsti
in our proposed reasoning-enhanced module (Eq. (8) in Sec-
tion 3.2). Therefore, we can conclude that in LeAp, not only

Case 2 julia played tag with 14 kids on tuesday . if she played tag 
with 8 more kids on monday than on tuesday how many kids did she 
play with on monday ?

Graph2Tree       : [ ] (wrong)
LeAp (Graph2Tree) : [+, 14, 8] (right)

Case 1 Albert has two snakes. The garden snake is 10 inches long. 
The boa constrictor is 7 times longer than the garden snake. How long 
is the boa constrictor?

Graph2Tree       : [÷, 10, 7] (wrong)
LeAp (Graph2Tree) : [×, 10, 7] (right)

Figure 5: Case study.

does the learned explicit knowledge benefit existing MWP
solvers on answer accuracy, but the knowledge application
mechanism can also explain how to reason the correspond-
ing answers, showing superior interpretability.

6 Conclusion and Future Work
In this paper, we proposed a Learning by Applying (LeAp)
framework for explicit knowledge learning and applying in a
novel general problem-knowledge-expression paradigm that
can be added to existing solvers to improve their reason-
ing ability. We also designed semantics/reasoning-enhanced
modules in LeAp to strengthen problem understanding and
symbol reasoning by applying knowledge effectively. We
theoretically proved the superiority of LeAp’s autonomous
learning mechanism from a Bayesian perspective. Experi-
ments showed the effectiveness of LeAp in answer reason-
ing, knowledge learning, and interpretability. In the future,
we will extend LeAp to other types of knowledge/problems,
and explore its potential to enrich external knowledge bases.
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