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Integral of Motion Il iE&hiR% , WE BN HENRS \0\&:

HAt Ay Integration of equation of motion

A function of the coordinates which is constant along a trajectory in
phase space. The number of degrees of freedom of a dynamical system
such as the Duffing differential equation can be decreased by one if an
integral of motion can be found. In general, it is very difficult to discover
integrals of motion.

RSBEZEN integral of motion LAHSIEMTEX , —MRIBE Yt —
M2, NFEER  ERFBEI RN ARG EEN T, XEN/E
ERBNNEZRBRETH—RFHGRE, XERFEEE RIHBERS.
WFEHERE , —MBELEE , BERURFETER , SR E3, X
EHRNGFEIEERETIE. ANETES, FMUFESNERNZENEE
xR

1. TIEE

2. HERS

3. ZIREBERE| —IRERES

REEr[L] +arft]+.. = frlt]iXFENGE FEFERSHEZR
XEHNAPRINS SRR, b Integral of motion , RiRUFIKEE
LEMMSHE - BINBHRRINAERE, BRFZAITEES
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Bt thly Integration of equation of motion

W RHNFRMBINERIFLESTE TR  REABMNTAIE,

A function of the coordinates which is constant along a trajectory in
phase space. The number of degrees of freedom of a dynamical system
such as the Duffing differential equation can be decreased by one if an
integral of motion can be found. In general, it is very difficult to discover

integrals of motion.

B2 BB integral of motion AHFHRMENX , —MRIBEHM—
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First and Second Order Differential
Equations

First Order Differential equations

A first order differential equation is of the form:

1 f(x,y)

dz
Linear Equations:

dy

— T = 3
7 T 2(@)y = a(2)
The general general solution is given by

_ Ju(x)g(z)dz+ C
= u(x) '

where
¥(z) = exp (/p(x)dx) .

is called the integrating factor.

Separable Equations:

%=wmm

(¢))

(2)
The non-constant solutions are given by

1

/ﬁdy = /h(.r)dx.

Bernoulli Equations:

Solve the equation g(y) = 0 which gives the constant solutions.

:—i_ +p(x)y = ¢(=)3".

1)

Consider the new functionv = y'~".

(2)

The new equation satisfied by v is

:—; +(1-n)p(z)v=(1- n)g(z).

3)
Solve the new linear equation to find v.

el 00000 OO
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“nu urder Diffe ; —r
Differential Equations http://www.sosmaty, " J
“Comy,

1)
Back to the old function y through the substitution y = v!/(t=")

(5)
If n > 1, add the solution y=0 to the ones you got in (4).

Homogenous Equations:

dy
— = f(=,
dz /(2.3)
is homogeneous if the function flx,y) is homogeneous, that is

f(tz,ty) = f(x,y) for any number t.

By substitution, we consider the new function
s=1 (which is equivalent to y = zz).
z
The new differential equation satisfied by z is

dz
To= +2=f(1,2)

which is a separable equation. The solutions are the constant ones f(1,2) - z =0 and the non-constant
ones given by

dz
In|z| = / —+C
A f(1,2)- 2
Do not forget to go back to the old function y = xz.

Exact Equations:
M(z,y)dz+ N(z,y)dy =

is exact if
oM _ N
dy oz
The condition of exactness insures the existence of a function F(x,y) such that
dF
E = M(In ’):
dF
a = N(.I', y)

All the solutions are given by the implicit equation
F(z,y)=C.
Second Order Differential equations
Homogeneous Linear Equations with constant coefficients:
ay"+8y' +cy=0 (a#0)
Write down the characteristic equation
ar’4+br+c=0.

1)
Ifr) and rj are distinct real numbers (this happens if ! — 4ac > 0), then the general solution

y=c e’ + ce™’.
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CHAPTER 12

Second Order Linear Differential Equations

§12.1. Homogeneous Equations

A differential equation is a relation involving variables x,y,)’,)”,.... A solution is a function f(x) such
that the substitution y = f(x), y' = f'(x), y = f"(x), ... gives an identity. The differential equation is
said to be linear if it is linear in the variables y,)’,)",.... We have already seen (in section 6.4) how to
solve first order linear equations; in this chapter we turn to second order linear equations with constant
coefficients. The general form of such an equation is

(12.1) Y +ay +by=g(x), \T é%‘ q%?;@‘
of

where a and b are constants, and g(x) is a differentiable function In chapter 6.4, we saw that a first
order equation has a one-parameter family of solutions, and that the specification of an initial condition
¥(xy) =y, uniquely determines a solution. In the case of second order equations, the basic theorem is

this:
Theorem 12.1 Given x,, in the domain of the differentiable function g, and numbers y), Yo there is
a unique function f(x) which solves the differential equation (12.1) and satisfies the initial conditions
f(-‘o) =Yoo f’(xo) = )’:)-

In this section we shall see how to completely solve equation (12.1) when the function on the right
hand side is zero:

(12.2) Y'+ay +by=0.

This is called the homogeneous equation. An important first step is to notice that if f(x) and g(x) are
two solutions, then so is the sum; in fact, so is any linear combination A f(x) 4+ Bg(x). Thus, once we
know two solutions (they must be independent in the sense that one isn’t a constant multiple of the other)
we can solve the initial value problem in theorem 12.1 by solving for A and B.

Example 12.1 Solvey"+y=0, y(0)=4, ) (0)=-1.
Now, we know that cosx and sin x are solutions of the equation, so we try a solution of the form y(x)=
A cosx+ Bsinx. Evaluating at x = 0, we find that A = 4. Differentiate, getting y'(x) = —Asinx + Bcosx,

and evaluating at x =0, we find B = —1. Thus the solution is y(x) = 4cosx — sinx.

175



https://v3.camscanner.com/user/download

- >3

Second Order Linear Differential Equations 176

Chapter 12

The reason the answer worked out so easily is that y, = cosx is the solution with the particular in'n‘ia\
values y,(0) = 1, ¥,(0) = 0 and y, = sinx is the solution with y,(0) = 0. y}(0) = 1 . Then the solution
with initial values y(0) and y'(0) is
(12.3) y(x) = y(0) cosx +y'(0) sinx

Example 12.2 Solve y” —y =0, with given initial values y(0),)'(0).

Now ¢* and e¢™* are solutions of this differential equation, so the general solution is a linear combi-
nation of these. But we won't have as easy a time finding a solution like (12.3), since these functions do
not have the initial values 1,0; 0, 1 respectively. However if we introduce the functions

1 1 »
(12.4) coshx = 5(@ +e7¥) sinhx = :2-(1" )

these do have the right initial values:

(12.5) cosh0=1, sinh0=0
(12.6) d( shx) = sinhx i(si hx) = cosh
J dxco = » 7 (sinhx) = coshx

50 (cosh)'(0) =0, (sinh)'(0) = 1. Thus, the solution to our problem is
(12.7) y(x) = y(0) coshx +'(0) sinhx .

This particular differential equation comes up so often that it is important to remember these functions,
coshx, sinhx, called the hyperbolic functions and their basic properties: equation (12.6) and

(12.8) cosh®x —sinh®x=1.

Because of (12.8) these functions parametrize the standard hyperbola (and it is for this reason that they
are called hyperbolic functions).

We now return to the general second order equation.

Proposition 12.1 Let r be a root of the equation

(12.9) P +ar+b=0.
Then '™ is a solution to the homogeneous equation:

(12.10) Y'+ay +by=0.

Equation (12.9) is called the auxiliary equation of the differential equation (12.10). To verify the propo-
sition, let y = ¢'* so that y = re”, y' = r?e'*. Substituting into equation (12.10):

12.11) r’e™ +are™ +be™ = ¢ (PP +ar+b) =0

fand only if r is a root of the auxiliary equation.
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4.1 Definitions and Examples 169

DEFINITION 1.20 ‘Two functions u and v are said to be linearly indepen-
dent if neither is a constant multiple of the other. If one is a constant multiple
of the other they are said to be linearly dependent.

Thus, the functions u(f) = t and v(t) = 1? are linearly independent. It is true
that v(¢) = tu(r), but the factor ¢ is not a constant. On the other hand u(r) = sin¢
and v(r) = —4sint are obviously linearly dependent.

We are going to use Theorem 1.17 to prove the following result, which will
provide us with our solution strategy for homogeneous equations.

THEOREM 1.21  Suppose that y, and y; are linearly independent solutions to the equation
y' +p)y +4q(0)y =0. (1.22)
Then the general solution to (l.l;
y=Cin + Cayz,

where C) and C; are arbitrary constants.

Theorem 1.21 will be proved after some discussion of the result. We will find it
advantageous to define some more terminology.

DEFINITION 1.23 A linear combination of the two functions u and v is
any function of the form
w = Au + Bv,

where A and B are constants.

With this definition we can express Proposition 1.18 by saying that a linear
combination of two solutions is also a solution. Theorem 1.21 says that the general
solution is the general linear combination of the solutions y; and y,, provided that y,
and y, are linearly independent. Because of this result we will say that two linearly
independent solutions form a fundamental set of solutions.

Notice that Theorem 1.21 defines a strategy to be used in solving homogeneous
equations. It says that it is only necessary to find two linearly independent solutions
to find the general solution. That is what we will do in what follows.

EXAMPLE 1.24 ¢ Findafundamental set of solutions to the equation for simple harmonic motion,
X" +w'x =0.
1t can be shown by substitution that

x1(t)y =coswt and x3(t) =sinwt

are solutions. (See equation (1.14) and what follows.) It is clear that these functions
are not multiples of each other, so they are linearly independent. It follows from

is/Arnold: Differential Equations 1/E [Second Pages] 1/25/97 11:35 Page 7
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| Chapterd Second-Order Equations
Theorem 1.21 that x; and x; are a fundumc;nlul sgl of solutions. Therefore, every
colution to the equation for simple harmonic motion is a linear combination of X,
and x;. .
To prove Theorem 1.21, we need to know a little more about the impact of
linear independence. The best way to determine if two given functions are lincarly
independent is by simple observation. For example, in Example 1.24 it is pretty
obvious that cos @t and sinwt are not multiples of each other and therefore are
linearly independent. However, we will need a way of making this determination in
more difficult cases. The Wronskian of two functions « and v is defined to be

tmn:da(ﬂx ﬂ3)=uuww)—wmam

The relationship of the Wronskian to linear independence is summed up in the next
two propositions.

PROPOSITION 1.25  Suppose the functions u and v are solutions to the linear, homogeneous equation
Y+ p)y +q0y =0

in the interval (@, B). Then the Wronskian of « and v is either identically equal to
zero on (a, B) or it is never equal to zero there.

Proof To prove this result, we differentiate the Wronskian W = uv’ — vi’. We get
W =u'v+uw” —vu' -vu" =" — v,
Since u and v are solutions 0 y” + py’ + gy = 0, we can solve for their second
derivatives and substitute. We get
W' =u(-pv' —qu) — v (-pu' - qu)
=—puv' — vu')

=-pW.

This is a separable first-order equation for W. If , is a point in («, 8), the solution
is
W(t) = Wiple 0" fora <1 < p.

If W(t) =0, then W(t) =0fora <t < B. On the other hand, if W (1,) # 0, then
W(t) # 0, since the exponential term is never zero.

Consider the solutions x;(f) = coswt and x1(f) = sinwt we found in Exam-
ple 1.24. The Wronskian of x; and x; is

W(t) = Xy (0x5(1) — X} ()x2(1) = @y c0s” wyt + ey sin’ wyt = .

Thus for these two solutions the Wronskian is never equal to zero. This is always
the case for a fundamental set of solutions, as we will prove in the next result.
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