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Abstract

This paper presents an automatic phrase boundary labeling method for speech synthesis database annotation using context-dependent hidden Markov models (CD-HMMs) and n-gram prior distributions. At training stage, CD-HMMs are built to describe the conditional distribution of acoustic features given phonetic label and phrase boundary. In addition, n-gram models are estimated to represent the prior distributions of the phrase boundaries to be predicted. At decoding stage, the CD-HMMs and n-gram models are combined to predict the phrase boundaries by Viterbi decoding under maximum a posteriori (MAP) criterion. In our experiments, the proposed method utilizing context-dependent bigram prior distributions improved the F-score of phrase boundary labeling from 72.2% to 79.6% on the Boston University Radio News Corpus (BURN), and from 69.6% to 81.0% on the Blizzard Challenge 2007 database respectively, comparing with the method using only acoustic models.

Index Terms: speech synthesis, phrase boundary, hidden Markov model, n-gram, maximum a posteriori

1. Introduction

A speech corpus with rich and precise annotation is important for building a speech synthesis system with highly intelligible and natural synthetic output. Annotating speech synthesis databases mainly consists of two sub-tasks, phonetic segmentation and prosodic labeling. This paper focuses on the issue of prosodic labeling. Prosodic structures of the utterances in speech synthesis databases provide suprasegmental descriptions of phonetic units [1], which play important roles in either context-dependent acoustic modeling or cost-function-based unit selection. The contents of prosody labeling vary among languages. In this paper, we investigate the methods for automatic phrase boundary labeling, which is a common task for many languages, such as English and Mandarin Chinese. It is laborious and time-consuming to annotate all the phrase boundary positions manually, especially for large-scale speech synthesis databases. In addition, it is difficult to guarantee the consistency among different annotators during manual phrase boundary labeling. Therefore, an automatic phrase boundary labeling method becomes necessary.

Various kinds of techniques to identify phrase boundary positions from speech signals have been proposed. In the early work introduced in [5], the method proposed in this paper is an extension of the fundamental frequencies (F0) together with rich context information. Rosenberg [4] used AdaBoost to train a classifier based on acoustic features and syntactic features, resulting in the state-of-the-art performance with an F-score of 76.1% on the BURNC corpus. Recently, Yang [5] used CD-HMMs derived from acoustic features and context information to label phrase boundaries automatically for Mandarin corpus. This method had two advantages. First, rich context features were adopted to model the context-dependent distributions of acoustic features using CD-HMMs. Therefore, the influence of known context features were also taken into account when determining the phrase boundary labels according to acoustic observations. Second, the Viterbi decoding [6] approach was adopted to determine the prosodic phrase boundaries within the entire utterance simultaneously. While in other methods [2, 3, 4], phrase boundaries were commonly predicted independently. On the other hand, an obvious disadvantage of this CD-HMM-based method [5] is that only acoustic observations were utilized and the textual prior knowledge of phrase boundary positions was ignored.

The method proposed in this paper is an extension of the work introduced in [5]. The proposed method is composed of a training part and a decoding part. In the training part, CD-HMMs are trained using acoustic features including spectra and fundamental frequencies (F0) together with rich context information. In addition, the prior distribution of phrase boundary positions without seeing the acoustic features is also estimated using an n-gram model. In the decoding part, a custom-designed network which is made up of paths that represent all possible phrase boundary labeling results is built automatically at first. Then, the maximum a posteriori (MAP) criterion which combines acoustic likelihood with textual prior probability is followed to decode the network using Viterbi algorithm.

This paper is organized as follows. In Section 2, the details of the proposed method are presented. In Section 3, the results of several experiments are shown and discussed. The conclusions are drawn in Section 4.

2. Method

2.1. Framework

Under MAP criterion, the phrase boundary labeling problem can be regarded as solving

$$C^* = \arg \max_c P(C|O, C_g),$$

(1)
where $C$ denotes the phrase boundary labels that are expected to be predicted and $C^*$ denotes the labeling results. $O$ represents the acoustic features derived from the speech waveforms of an utterance and $C_g$ denotes the known phonetic and context information. It is difficult to calculate $P(C|O, C_g)$ directly. By applying Bayes’ Rule, we can get

$$P(C|O, C_g) = \frac{P(O|C, C_g)P(C, C_g)}{P(O|C_g)P(C_g)}$$

(2)

and (1) can be simplified as

$$C^* = \arg \max_C P(O|C, C_g)P(C|C_g).$$

(3)

Thus, the labeling result $C^*$ depends on the likelihood $P(O|C, C_g)$ which can be calculated by context-dependent acoustic models and the conditional probability $P(C|C_g)$ which is regarded as a prior distribution of $C$.

Figure 1 shows the flowchart of our proposed method for automatic phrase boundary labeling, which consists of a training part and a decoding part. In the training part, the CD-HMM based acoustic model and the n-gram based prior distribution are trained separately. In the decoding part, a custom-designed network which contains all possible phrase boundary labeling results is constructed automatically based on the known phonetic labels. Then the network is decoded under MAP criterion using the estimated CD-HMMs and the prior model to obtain the phrase boundary labels that are expected to be predicted.

### 2.2. Training

#### 2.2.1. Acoustic model training

The acoustic model training process of our proposed method is similar to the HMM-based parametric speech synthesis (HTS) [7, 8]. Firstly, the spectral and F0 features are extracted from speech waveforms, and phonetic and contextual features are derived based on text analysis and manual annotation. The vector of spectral and F0 features for each speech frame consists of static, delta and delta-delta components. Then, the CD-HMMs are estimated under maximum likelihood criterion. The spectral features are modeled by a continuous probability distribution at each HMM state, while the F0 features are modeled by a multi-space probability distribution (MSD) [9] at each HMM state because of the existing of unvoiced frames. A model clustering method using decision trees and minimum description length (MDL) criterion is utilized during the CD-HMM training to avoid the data-sparsity problem and to improve the robustness of the estimated model parameters.

#### 2.2.2. Prior model training

In (2), the conditional probability $P(C|C_g)$ is regarded as a prior probability model of $C$ because no acoustic observations are considered in this model. In our implementation, some assumptions to its model structure are made so as to simply the problem of training $P(C|C_g)$. Two model structures are considered as follows.

- **Context-independent modeling.** Here, $C$ and $C_g$ are assumed to be independent. Therefore,

$$P(C|C_g) = P(C).$$

(4)

N-gram model, which has been popularly used in the language models of automatic speech recognition (ASR), is applied here to describe $P(C)$. In this task, the boundaries of prosodic words are known. For each word, it is required to determine whether it corresponds to a phrase boundary or not. In this case, the n-gram model of $P(C)$ can be written as

$$P(C) \approx \prod_{i=1}^{M} P(c_i|c_{i-n+1}, ..., c_{i-1}),$$

(5)

where $M$ represents total number of words in a utterance, $c_i$ stands for the boundary type after the $i$-th word and $n$ is the order of the n-gram model. The conditional distribution in (5) can be estimated using the training set with manual phrase boundary labels.

- **Context-dependent modeling.** Here, the dependency between $C$ and $C_g$ is considered. Therefore, the n-gram model (5) for the task of phrase boundary labeling becomes

$$P(C|C_g) \approx \prod_{i=1}^{M} P(c_i|c_{i-n+1}, ..., c_{i-1}, c_{g_i}),$$

(6)

where $c_{g_i}$, which denotes the known context descriptions of the $i$-th word, replaces $C_g$ in the conditions to simply the model structure.

### 2.3. Decoding

To predict the phrase boundary labels at decoding stage, the network which contains all possible phrase boundary labeling results as paths must be constructed at first. Taking the utterance “auto insurance was overhauled last year” as example, the simplified network is shown as Figure 2. Actually, the experimental network is more complicated because phonemes are used as the basic unit for decoding. In Figure 2, “B” denotes there is phrase boundary after current word and “N” denotes opposite meaning, i.e., “auto/B” and “auto/N” denote the words with same phonetic symbols but different prosodic boundary types. “Sil”, “Sp” and “B/rth” stands for the segments of silence, short pause, and breath, which could appear at phrase boundaries according to the training database.

Similar to ASR [10], the Viterbi decoding algorithm is adopted to find the most probable path through the network under MAP criterion. This path gives the prediction results of

![Flowchart of our proposed method.](image-url)
phrase boundary labels. In our experiments, we found that the weight between the spectral component and the F0 component of \( P(O|C, C_p) \) is important to the performance of the final decoding results and should be tuned by experiments.

3. Experiments

3.1. Experimental conditions

For fair comparison with other works [2, 3, 4], an objective evaluation was performed on the Boston University Radio News Corpus (BURNC) [11], which was recorded at the WBUR radio studio during broadcasting. The BURNC database consisted of a small number of news stories, repeated by many speakers. We used the recording materials of a female speaker (\( f_2b \)) in the BURNC database for experiments, which contained 123 utterances, 9,090 words and 2,062 phrase boundaries. The duration was 56.1 minutes in total. In accord with [4], the performance of automatic phrase boundary labeling on this database was evaluated using ten-fold cross-validation in our experiment. Furthermore, in order to evaluate the performance of our proposed method on actual speech synthesis databases, another experiment was conducted on the Blizzard Challenge 2007 (BC2007) database [8]. This database contained 6,579 utterances of about 8 hours read by an American male native speaker. We annotated the prosodic structures of all utterances in this database manually. 2,000 utterances were randomly selected from the database and were further divided into a training set and a test set for automatic phrase boundary labeling. Table 1 shows some statistics of the two subsets used in this experiment.

In the BURNC and BC2007 databases, ToBI (tones and break indices) [12] was adopted as the prosody annotation convention, which gave a partition of break levels. In this work, we regarded the break index “4” as the phrase boundary to be annotated, just in accordance with [2, 4]. Meanwhile, to be consistent with [4], it was assumed that the sentence boundary and punctuation information was not available. Under this assumption, to achieve automatic phrase boundary labeling became a supervised two-class classification task, i.e., to predict whether there was a phrase boundary after each word given the speech waveforms and text information such as phonetic transcription, part-of-speech (POS), and so on.

Table 2 lists the context features used in the model training of CD-HMMs. The prosodic boundary type after current word was regarded as the target variable which was known in training set and needed to be predicted for test set. Acoustic features and other context features which derived from text analysis and manual annotation were regarded as input variables.

In our experiments, the speech waveforms were digitized at 16 kHz sampling rate using a 16 bit A/D. The acoustic features were extracted by STRAIGHT [13], including 40-order line spectral pairs (LSP) and F0 with their delta, delta-delta components. A 5-state left-to-right HMM structure was adopted to train the context-dependent acoustic models, where each state was assumed to obey a Gaussian distribution.

The prior model of phrase boundary was estimated using either context-independent (CI) n-gram model or context-dependent (CD) n-gram model. The n-gram models were estimated on the training set using Hidden Markov Model Toolkit (HTK) [14]. In our experiments, the CI-unigram model, CI-bigram model, CD-unigram, and CD-bigram model were built and compared. In the CD-unigram and CD-bigram models, the POS of each word was used as the \( c_{pd} \) in (6).

3.2. Parameter tuning

Two system parameters were tuned on the BURNC database using the baseline method [5], which utilized only the acoustic likelihood part of the decoding criterion to label phrase boundary positions.

First, the weight factor \( \alpha \) between the F0 and spectral components of the likelihood function was tuned based on F-score (F1) which was calculated as the harmonic mean of precision and recall. Figure 3(a) shows the results of precision, recall, F1 and accuracy using ten-fold cross-validation with different \( \alpha \), where \( \alpha \) and 1 − \( \alpha \) denoted the weights of the F0 and spectrum components respectively. We can see that the highest F1 were obtained when \( \alpha = 0.05 \), which was consistent with the results obtained by [15] on another Mandarin corpus. Subsequently, \( \alpha = 0.05 \) was adopted in the following experiments.

Second, the MDL factor used in the decision-tree-based model clustering is important to the generalization ability of the estimated acoustic models. Figure 3(b) draws the precision, recall, F1 and accuracy of phrase boundary labeling using ten-fold cross-validation with different MDL factors. An examination on the figure shows that the acoustic model achieved the best

<table>
<thead>
<tr>
<th>Category</th>
<th>Context information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phoneme</td>
<td>Identifiers of the current and next phoneme</td>
</tr>
<tr>
<td>Syllable</td>
<td>Position and number of phonemes in syllable</td>
</tr>
<tr>
<td>Word</td>
<td>Position and number of syllables in word</td>
</tr>
<tr>
<td>Boundary</td>
<td>Boundary type after the current word</td>
</tr>
</tbody>
</table>

Table 2: The context features used in CD-HMM training.

Figure 3: Performance of phrase boundary labeling using different \( \alpha \) and MDL factors on the BURNC database.
Table 3: The performance of phrase boundary labeling on two English databases.

<table>
<thead>
<tr>
<th>Database</th>
<th>Method</th>
<th>Pre.</th>
<th>Rec.</th>
<th>F1</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BURNC</td>
<td>Acoustic</td>
<td>68.1</td>
<td>77.2</td>
<td>72.2</td>
<td>86.5</td>
</tr>
<tr>
<td></td>
<td>CI-unigram</td>
<td>80.6</td>
<td>71.5</td>
<td>75.7</td>
<td>89.5</td>
</tr>
<tr>
<td></td>
<td>CI-bigram</td>
<td>80.8</td>
<td>72.9</td>
<td>76.5</td>
<td>89.8</td>
</tr>
<tr>
<td></td>
<td>CD-unigram</td>
<td>81.7</td>
<td>74.3</td>
<td>77.7</td>
<td>90.3</td>
</tr>
<tr>
<td></td>
<td>CD-bigram</td>
<td>85.2</td>
<td>74.8</td>
<td>79.6</td>
<td>91.3</td>
</tr>
<tr>
<td>BC2007</td>
<td>Acoustic</td>
<td>58.7</td>
<td>85.3</td>
<td>69.6</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>CD-bigram</td>
<td>81.3</td>
<td>80.7</td>
<td>81.0</td>
<td>93.6</td>
</tr>
</tbody>
</table>

A preference test was conducted by crowdsourcing on Amazon Mechanical Turk (AMT) to compare the performance of these two systems. Table 4 shows the results. The definitions of the tiers can be found in Section 3.3.

Table 4: Preference scores(%) among the HMM-based synthesis systems built using two labeling methods on the BC2007 database, where N/P denotes “no preference” and p means the p-value of t-test between two systems.

<table>
<thead>
<tr>
<th>Acoustic</th>
<th>CD-bigram</th>
<th>N/P</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.5</td>
<td>42.0</td>
<td>26.5</td>
<td>0.091</td>
</tr>
</tbody>
</table>

In this paper, a method of automatic phrase boundary labeling of speech synthesis database has been proposed. CD-HMMs are trained using acoustic features and n-gram distributions are estimated from the phrase boundary labels of training set. The MAP criterion is followed to predict the phrase boundary positions by combining both acoustic models and prior distributions. Our experimental results show the effectiveness of our proposed method in improving the accuracy of phrase boundary labeling and the naturalness of synthetic speech. To evaluate the performance of this method on multi-speaker databases and to extend this idea to other prosodic labeling tasks will be our future work.
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