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Task Description

• Complex named entity recognition across 11 languages 

• Focusing on recognizing semantically ambiguous and 
complex entities in short and low-context settings

• Example
• Ambigous entity: “On the beach” (Creative Works)
• Polysemy: “Apple” (Production, Corporation)
• Emerging: “Mission Impossible” (Creative Works)
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Recent Solutions

• Integrate external knowledge or gazetteers into networks

• Gazetteer
• a kind of entity knowledge base
• store entities by different labels
• widely used in named entity recognition

• Ordinary solutions
• get one-hot representations of a sentence by a seach tree 

constructed from the gazetteer
• integrate the one-hot embedding with the semantic 

representation from the language model for classifying
• concatenation / weighted summation
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Our system

• To integrate the gazetteer with the language model better
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Data Description

• Official data
• 13 tracks (English, Spanish, Dutch, Russian, Turkish, Korean, Farsi, 

German, Chinese, Hindi, Bangla, Code-Mixed, Multilingual)
• 15300 training samples / 800 validation samples
• 6 labels (PER, LOC, CORP, GRP, PROD, CW) in the BIO scheme

• External challenge
• short and low-context settings: need more entity information
• add questions and short search queries in the test phase
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Data Augment

• “data wiki”
an entity replacement strategy is adopted using our own gazetteer 
built from Wikidata to construct a double data-augmented set. 

• “data query”
a set of augmented data with pseudo labels are generated from 
the MS-MARCO QnA corpus (V2.1) and the ORCAS dataset.

• “data code-mixed”
for every sentence in ``data-wiki'' and ``data-query'', the entities 
inside are randomly replaced with their translations recorded by 
Wikidata. In this way, a set of annotated code-mixed data are built. 
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Basic Systems

• Language Model
• the XLM-RoBERTa large is mainly used as the pre-trained 

language model with an appended dense layer
• several state-of-the-art pre-trained monolingual models are also 

used

• Backend Classifiers
• Softmax and CRF are classic sequential labeling methods that 

predict the tag of each token
• Span is a segment-based method that predicts the start and the 

end of an entity separately
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Gazetteer Construction

• Wikidata
• a free and open knowledge base
• for example, “apple” can be annotated as a kind of fruit or a 

well-known high-tech corporation in America. Thus, the word 
“apple” is given both PROD and CORP labels.

• Construction Procedure
• every entity of the training set is searched in Wikidata
• all the entity types returned are mapped to the NER taxonomy
• all Wikidata entities stored in these entity types can be added to 

the 6 labels gazetteer separately
• a multilingual gazetteer is obtained that contains entities from 

70K to 1M for each language.  The average coverate rate is 57%.
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Gazetteer Application
Take the sentence “where to buy apple 
iphone 13” for example. By string 
matching with the gazetteer, “apple 
iphone 13”, “iphone 13” and “apple” 
are found in the PROD gazetteer, while 
“apple” is also found in the CORP 
gazetteer. Then a 13-dimension one-hot 
vector will be generated for every word 
as shown in the table.
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Denote one sentence as w = (w1, w2, ...wN). By feeding w into the language model 
such as the XLM-RoBERTa large, a semantic representation e is obtained. At the 
same time, the one-hot vector generated from the search tree is fed into a 
gazetteer network consisting of a dense layer and a BiLSTM. To match the hidden 
size of the language model, the output embedding g has the same size with e .
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The Proposed GAIN Method

• For a sentence w of the training set, denote gr and g are the gazetteer 
representation of true tags T and searched pseudo tags respectively. e is the 
semantic representation generated from the language model. {gr, e} are 
projected to {grt, et} by two separate linear layers.
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The Architechture of the GAIN
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Official Results
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Main Experiments
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Coverate Rate Trials
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Thank You !!
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Code at GitHub
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