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Hello every one, I am Beiduo Chen, and here I’m going to introduce our paper Multi-Level Contrastive Learning for Cross-Lingual Alignment.
This paper proposes an effective pre-trained method to improve the cross-lingual transfer ability of multilingual language models.
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Here is the outline. First, I will introduce the introduction of the paper.



Cross-lingual Language Model

• Transformer based: mBERT, XLM
• MLM: mask language modeling
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The optimization object is cross-lingual language models.
Recently, cross-lingual pre-trained language models with the structure of transformers like multilingual BERT (mBERT) and cross-lingual language model (XLM) have enabled effective cross-lingual transfer and performed surprisingly well on plenty of downstream tasks.
The most common way to pre-train these models is Mask Language Modeling,  which is a self-supervised training strategy. Several tokens are randomly masked before being fed into the models, and are going to be predicted by the model itself. This method is applied to pre-train cross-language models on large-scale multilingual corpora.�



Contrastive Learning

• Issue: no explicit cross-lingual alignment
• Exist solution: contrastive learning (CTL)
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However, such a pre-training method only encourages implicit cross-lingual alignment in the vector space. No explicit cross-lingual alignment is conducted.
Thus, contrastive learning is adopted to solve this problem.�Many studies have been working on it. Typically they use the infoNCE loss to gather embeddings of parallel sentences. 



Contrastive Learning

• Issue: no explicit cross-lingual alignment
• Exist solution: contrastive learning (CTL)

• New issue: only sentence-level CTL

sentence-level  sentence-level + word-level

Multi-Level Contrastive Learning
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But they only focus on sentences and ignore the word-level information. 
As the sentence embedding is always constructed by averaging all the token embeddings, high-frequency words may dominate the meaning of the whole sentence. So it’s not enough to only consider the sentence-level alignment.
In this paper, we propose a method to integrate both sentence-level and word-level cross-lingual alignment into one training framework. That is named multi-level contrastive learning (ML-CTL). I will illustrate it later.���



Computational Resources

• Issue: high demand for computational resources

• InfoNCE:

Especially serious in contrastive learning

 Cross-zero NCE loss
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Another practical problem is that pre-training requires rich computational resources, which is too expensive for students like us.
In contrastive learning, the amount of the negative samples is positively correlated with the batch size, and it has been proved that under the same settings, a bigger batch size contributes to better performance of contrastive learning.
So, in order to alleviate the impact under poor computational resources, we modify the infoNCE loss to the cross-zero NCE loss which will be illustrated later.
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Now I’m going to introduce the Multi-level contrastive learning Method, so-called ML-CTL.



ML-CTL

• Concatenated Contextual Embedding Encoder
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First, we record every words’ positions in sentences and put them into the designed encoder as shown in the figure.
For the sentence-level representation, we choose the average of all tokens from the first and last transformer layers of mBERT (the avg-first-last pattern).
We use the pre-recorded positions to obtain the word-level representation in the same pattern.
Finally, these two embeddings are spliced and fed into the following FC layer to obtain the final Concatenated Contextual Embedding (CCE).�
�



ML-CTL

• Multi-level contrastive learning framework

9

演示者
演示文稿备注
Here is the framework of the ML-CTL.
In the figure, I am a student and 我是一个学生 are a pair of parallel sentences, and the CCEs of them are viewed as positive samples;
In the meantime, the weather is good today is the negative sample of I am a student and 我是一个学生。
As shown in the slides, for each batch of parallel samples (X, Y) in two languages, we input them separately to the encoder to obtain CCEs Xc = {xc1, xc2, ..., xcn}, Yc = {yc1, yc2, ..., ycn} where n is the batch size. Each yci is treated as a positive sample k+ for xci while a batch of all others {Xc/xci ∪ Yc/yci} are considered as negative samples {k-} ( Xc/xci denotes the remaining instances of Xc without xci). Utilizing infoNCE loss [12], the optimization target for each xci is achieved: L_info(xci)
Then the total loss for a batch of samples is shown as: L_info_batch.�we also add MLM [1] as an auxiliary task in the real training.
So the final Loss is L_multi1 = L_info_batch + a*L_MLM
���
�
�
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In this section, CZ-NCE will be introduced.



CZ-NCE
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The core transformation is shown in the slide.
As an accepted conclusion, contrastive learning requires a large batch size to improve the learning effect [13]. However, in most cases with limited computational resources, we�can only pre-train the model with a small batch size. The model can quickly distinguish positive and negative samples correctly during pre-training with a small batch size because there are too few negative ones as interferences and CCE can further increase the discriminability. 
Assuming s+ and s- i denote distances between positive and negative samples respectively in infoNCE loss function, while es+ becomes much larger than es- during training with a small batch size, the loss will soon approach 0, which is at the same magnitude with the floating-point error. It may seriously affect the training of contrastive learning.
The es+ in the denominator sets a lower bound 0 for infoNCE loss. Therefore, we consider removing the es+ in the denominator and modifying infoNCE loss to cross-zero�NCE (CZ-NCE) loss for keeping the loss value away from zero during most of the training time. 
The learning goal of CZ-NCE is still the same as infoNCE. ���



CZ-NCE

• Demonstration
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Here we prove the effectiveness of CZ-NCE on alleviating the disturbance of the float-point error.
 ∇θ denotes the gradient calculation and sg(·) stands or the stop-gradient operator.
Assuming a new loss ρ = φ /(dividing)g(φ), it is easy to notice that ρ ≡ 1 for any batch of inputs (note the gradient of ρ is not flat) which is far from 0 and less affected by the floating-point error. Since the back-propagation of neural network training�only matters with the gradient of loss instead of the value, CZ-NCE has just the same effect with ρ for model’s training, indicating that CZ-NCE can indeed alleviate the impact of the float-point error. �Same as before, we set the total learning loss as L_multi2.
L_multi2 = L_CZ-NCE_batch + a*L_MLM�
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Now some experiments and analyses will be displayed.



Experiments and analyses
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As shown in the upper half of the Table, the proposed MLCTL-CZ significantly improves the performance of the basic model (mBERT) and achieves optimal results on multiple downstream tasks compared to the same-size models. 
To investigate the effect of the proposed methods, we perform the ablation study as shown in the bottom half of the Table.
mBERT is the baseline model.
Info-snt means the model only using sentence-level information with the infoNCE loss.
CZ-snt means the model use sentence-level information with the CZ-NCE loss.
ML-CTL-CZ means the proposed ML-CTL method with the CZ-NCE loss.
From the graphs of t-sne visualization on the right, ML-CTL-CZ has the optimal cross-lingual ability as the distribution of its tokens has better intra-class compactness and inter-class separability.����
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Finally, I’d make a brief conclusion about this work.



Conclusion

• ML-CTL is proposed to improve the cross-lingual 
alignment ability of pre-trained language models by 
applying contrastive learning on concatenated contextual 
embeddings which contain information of both sentences 
and words.

• CZ-NCE is proposed to alleviate the impact of the floating-
point error with a small training batch size.
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Read.
Thank you all, that’s all about our work, thank you for watching.
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