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Introduction

• MLM-based Transformer model: BERT, 15% [mask]

• → ELECTRA-style framework (Clark et al., 2020)
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ELECTRA(Clark et al., 2020)

• Generator-Discriminator framework: 15%→100% efficiency

• Existing Challenges:
➢Biased Learning: unappropriate questions; label-imbalance
➢Deficient Interaction: no explicit feedback loop from D to G

4



Outline

• Introduction

• Multi-perspective course learning (MCL)
➢Self-supervision Course
➢Self-correction Course

• Experiments and analyses

• Conclusion

5



Self-supervision Course

• To extend the perspective that models look at sequences

➢Replaced Token Detection (RTD)

➢Swapped Token Detection (STD)

➢Inserted Token Detection (ITD)
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Self-correction Course

• To bridge the chasm between G&D (secondary-supervision)

➢Four situations of distinguish results

pos1: NaN

pos2: re-discriminate

pos3: re-discriminate

pos4: re-generate
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Experiments
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Analyses
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➢ Sample-efficient Trial ➢ Course Soups Trial
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Conclusion

• Three self-supervision courses are designed to alleviate inherent 
flaws of MLM and balance the label in a multi-perspective way.

• Two self-correction courses are proposed to bridge the chasm 
between the two encoders by creating a “correction notebook”for
secondary-supervision.

• A course soups trial is conducted to solve the“tug-of-war” 
dynamics problem.
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