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Introduction Preliminary & Challenges
= Task Language model pre-training based on ELECTRA-style framework. * Preliminary
. . . /
= |ssue Generator (G) with only MLM leads to biased learning and label i Sampeh .
imbalance for discriminator (D); no explicit feedback loop from D to G the —>[MASK] = > the —> > orgina
results in the chasm between these two components. chet — chef — Generator chet —> Diccriminator > original
= Solution Multi-perspective course learning (MCL). cooked —>[MASK] —> S($aII'C§A'LM) > ate > (ELECTRA) _)re_pl_aced
- Three self-supervision courses are designed to alleviate inherent flaws of MLM and the — the —> the —> —)or!g!nal
balance the label in a multi-perspective way. meal — meal —> meal — —> original

- Two self-correction courses are proposed to bridge the chasm between the two
encoders by creating a “correction notebook” for secondary-supervision.

- A course soups trial is conducted to solve the “tug-of-war” dynamics problem. Figure 1. The overall framedwork of ELECTRA (Clark et al., 2020).

= Results Our method significantly improves ELECTRA's average
performance by 2.8% and 3.2% absolute points respectively on GLUE
and SQUAD 2.0 benchmarks, and overshadows recent advanced
ELECTRA-style models under the same settings.

= Challenges
- Biased Learning: G might predict appropriate but not original token on the [MASK]
position, and such appropriate expression still needs to be judged as substitution by
D: the label-imbalance may gradually emerge with the MLM training of GG, which
could disturb the RTD training of D.
- Deficient Interaction: there is no explicit feedback loop from D to G, resulting that
the pre-training of G is practically dominated by MLM as before.

= Resource The pre-trained MCL model with all evaluation results are
available at https:/huggingface.co/McmanusChen/MCL-base.

Multi-perspective Course Learning
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Figure 2. The overall structure of the self-supervision courses.
<m> denotes [MASK]. A capital letter stands for a token and
letters in red indicate operated positions.

Figure 3. An example for self-correction course of RTD.

= Self-correction Course An “correction notebook” for G' and D (as shown
in Table 1) is built by sorting out and analyzing errors, guiding the
re-generation and re-discrimination training for secondary-supervision.

= Self-supervision Course Replaced token detection (RTD), swapped token
detection (STD) and inserted token detection (ITD) are proposed to
extend the perspective that models look at sequences.

Results on GLUE & SQUAD 2.0 Analysis
. > 89 838 29 38.4 38.47
GLUE Single Task SQuAD 2.0 3 . g7g 0811 '
Model MNLI QQP QNLI SST-2 CoLA RTE MRPC STS-B AVG 3
-m/-mm Acc Acc Acc MCC Acc Acc PCC EM 1 O o
~ 86.8
Base Setting: BERT Base Size, Wikipedia + Book Corpus = o, 8678 shar oh0e
= |
BERT 84.5/- 91.3 91./ 93.2 589 686 8/.3 895 831 /3./ /6.3 5 - - - T
XLNet 85.8/85.4 - - 92.7 - - - - - /8.5 81.3 el FLECTRA Training steps
RoBERTa 85.8/85.5 91.3 920 93.7 60.1 682 8/.3 885 833 //./7 805
DeBERTa 86.3/86.2 _ _ _ _ _ _ _ _ 703 825 Figure 4. MNLI Comparison of pre-training efficiency. MCL
TUPE 86.2/86.2 913 922 933 636 73.6 899 892 849 - . preponderates over ELECTRA baseline on every training node,
MC-BERT 85 7/859 807 913 923 6421 750 8460 880 837 _ _ demonstrating its enormous learning efficiency even on small corpora.
ELECTRA 86.9/86.7 91.9 926 93.6 66.2 /51 882 89./7 855 /9./ 826
+HP; . +Focal 87.0/86.9  91.7 927 926 667 813 90.7 910 867 827 854 2 8850 88;‘?
CoCo-LM 88.5/88.3 920 931 932 639 848 914 903 8/.2 824 852 é o0 weight @
MCL 88.5/88.5 922 934 941 708 840 91.6 91.3 883 829 859 o ‘ ¢ s
D) * * o * .
Tiny Setting: A quarter of training flops for ablation study, Wikipedia + Book Corpus § 5820 e . e uniform
FLECTRA(reimplement) 85.80/85.77 91.63 92.03 92.70 65.49 74.80 87.47 89.02 84.97 79.37 81.31 5 8820 | 88.26 ’
+STD 86.9//86.9/7 92.0/7 92.63 93.30 /0.25 82.30 921.2/ 90./2 8/.38 81./3 84.55 S MCL
+TD 87.37/87.33 91.87 92.53 93.40 68.45 81.37 90.87 90.52 87.08 81.43 84.20 o 8810
Self-supervision 8/.2//8/.33 91.9/7 92.93 93.03 6/.86 82.20 920.2/ 90.81 8/.0/ 81.8/ 84.85 § o500
+ re-RTD 8/.5/7/87.50 92.07 92.67 92.9/ 62.80 83.27 91.60 90.71 8/.57 81.7/0 84.48 < . 10 15
+re-STD 8/.80/8/.77 91.9/7 92.93 93.33 71.25 82.80 91.6/ 90.95 8/.83 81.81 84./1 Ingredients of the soups
MCL 87.90/87.83 92.13 93.00 93.47 68.81 83.03 921.67 90.93 8/.64 82.04 84.93

Figure 5. Average GLUE results of the course soups. For ingredients in
soups, we arrange all combinations of 4 losses in self-correction courses,
training them into 14 single models while retaining the structure of
self-supervision courses. Then all ingredients are merged through
uniform and weighted integration.

Table 2. All evaluation results on GLUE and SQUAD 2.0 datasets for comparison. Acc, MCC, PCC, EM, F1
denote accuracy, Matthews correlation, Spearman correlation, Exact-Match and F1 score respectively.
Reported results are medians over five random seeds.
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